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Abstract

As e-commerce websites began to develop, users found it difficult to find the most appropriate choice from the immense variety of items. Recommender System (RS) is a subclass of information filtering used to predict a rating that a user would give to an item. Recommender systems have been applied to several domains such as online streaming, Marketing, and e-commerce to assist in decision making. Recently, contextual information has been recognized as a useful factor in improving the quality of recommendations in different fields. However, it is under investigation in the area of online shopping. Among all contextual information, time is considered as one of the most important dimensions. This paper integrates time dynamics with implicit feedback (add to cart and Transactions) in an online shopping recommender system using the Matrix Factorization algorithm (MF). The integration is done using two approaches: The first approach is Bias in which the time is used as the third column in the user rating matrix. The second approach is the Decay function which produces new ratings by aggregating implicit feedback with time dynamics and gives a higher weight to the new items over older ones. Using the “Retailrocket” online shopping dataset, the experimental results demonstrate the effectiveness of the decay function over the traditional context-aware matrix factorization CAMF (bias) in terms of precision, recall, and Mean Average Precision (MAP).

Introduction:

Recommender Systems (RSs) are software tools and techniques to provide suggestions for items to a user[1]. The main goal for Recommender Systems is to help individuals to choose from a huge number of items that an application may offer. In recent years, Recommender Systems play an important role in highly rated internet sites such as Amazon, YouTube, Netflix, and Yahoo. Besides, many companies are deploying Recommender Systems (RSs) as part of their services[2]. Recommendation researches exploited the context (e.g. location, time, weather, device, etc.) where users expressed their preferences. It has been proven that using the context information has a valuable effect on increasing the performance of the recommendation[3]. Among all contextual information, time is considered as one of the most important dimensions for the following reasons. First, it facilitates tracking the changes in user preferences over time to identify new habits and interests[4]. Second, the winning team of the Netflix Prize competition[5] found that
using time context can significantly increase the reliability of the recommendations. Third, collecting temporal information is generally easy and doesn’t require any additional devices or user efforts. Due to these benefits, the investigation of Time-Aware Recommender System (TARS) becomes very popular in recent years[4]. The main goal of TARS is dealing with changes in user preferences over time. The changes depend on the season (e.g. day of the week, time of day, etc.), or user tests. Also, it could depend on the application domain which is the way to address time in a specific field. The field of e-commerce differs from other fields as it focuses on recommending products that users are interested in purchasing, not only the products that match their preferences. This will help to increase the revenue of the e-stores that depend mainly on the sold items. Researches that consider purchasing information such as[3, 4, 6] did not address the time dimension.

Due to the lack of datasets that use context information in the field of e-commerce, the impact of using the time context in the e-commerce domain has not been explored in the literature. Many of the TARS research results can’t be applied in the e-commerce field. Because this field not only concerned with the user’s preferences, but it also concerned with the act of buying that leads to the main goal of increasing the store’s revenues. For this purpose, this work applies TARS in an online shopping domain. The main contribution of the work is to integrate time with MF using two different approaches for recommending online shopping products. The first approach is Bias in which the time is used as the third column in the user rating matrix. The second approach is the Decay function which produces new ratings by aggregating implicit feedback with time dynamics and gives a higher weight to the new items over older ones.

The rest of the paper is organized as follows. Section 2 & 3 are dedicated to introducing background information and to provide a brief description of related works, respectively. Section 4 presents an approach for applying time dynamics using the decay function in the online shopping domain. Section 5 contains the experiment and performance analysis. Results and discussion are explained in section 6. Finally, conclusions are reported in section 7.

Background:
This section provides background information about the Matrix Factorization algorithm (MF), Time-Aware Recommender System (TARS), and evaluation matrices for Recommender systems (RSs).

Matrix Factorization:
Matrix factorization (MF) is a type of collaborative filtering (CF) algorithms used in RSs [3]. Matrix factorization depends on approximating the item rate matrix R by finding the product of two smaller rectangular matrices as shown in the example in fig1. MF algorithm starts with initializing two matrices randomly as shown in fig1. The first one will be u x f matrix X, while the second will be a f x s matrix Y. When these two matrices multiply with each other, they result in u x s matrix, which is exactly the size of our Rating matrix R in which we are trying to predict. Dimension f represents the number of latent factors we’re using to estimate the rating matrix. Generally, f is between 10–250. if we take a number of latent factors =1, it means we are choosing the most popular items that have the most interactions without considering any personalization. Increasing the number of latent factors (The number of rows or columns related to a specific item or user) will improve the personalization, hence improving the quality of the RS. but at some point, when the number of latent factors becomes too high, it will cause model overfitting problem and that will decrease the quality of the recommendation. Thus, we need a regularization term to avoid overfitting. As shown in the equation below, the algorithm tries to get the matrices P and Q filled by predicting the ratings in the training set using the following equation:

$$
\min \sum_{(i,j) \in \tau} (r_{ij} - P_{ij}Q_j)^2 \min \sum_{(i,j) \in \tau} (r_{ij} - Q_iP_j)^2 + \lambda (\|Q_i\|^2 + \|P_j\|^2)
$$

Where p, q are the two factors matrices, τ is the set of ratings in the training set and λ(\|Q_i\|^2 + \|P_j\|^2) is a regularization term used to prevent overfitting.
In this research, the Latent Factor Algorithm with matrix factorization is chosen as it is the commonly used approach and can be adapted to include contextual information which is the temporal data that can be inferred from the e-commerce site analytics logs.

**Time-Aware Recommender System (TARS):**

Time-Aware Recommender System (TARS) is a specific type of Context-Aware Recommender System (CARS). But time context has an advantage among all context dimensions which is its ability to be captured easily because almost all devices have a clock that can determine the time when any interaction between the user and the system occurs. Besides, according to [7], the use of time can improve the quality and accuracy of the recommendation process. There are two types of time variables: continuous and categorical. Continuous variables mean the exact time at which the user interacts with the item such as (Sep 1st, 2019 at 18:15:47) [7]. Categorical variables can be calculated according to specified periods of interest such as (morning, evening, afternoon) [7].

Researchers in [8] introduced seven categories of how the time can be used in RSs:

1. **Restriction:** In this type, RS matches the user's available time with the time when he is going to use the item. For example, if the user is going to have dinner, the system will recommend only restaurants that are open during the night.
2. **Micro-profile:** For every user, the system stores different profiles for each time. For example, the user has two profiles, one for weekends and another profile for weekdays. So, the system will recommend a product to the user at Friday morning based only on the products he consumed in past Fridays.
3. **Bias:** The system stores the time when the user rates an item. So, time will be used as the third dimension of a User's Item matrix. This data is used by collaborative filtering to compare users and to find k-neighbors then to predict user's rating to a non-rated item.
4. **Decay:** In this type, the system gives more weight to the new items compared to the items that have older interaction.
5. **Time Rating:** Time is used to give implicit feedback to infer user preferences, for example, the longer a user stays on a product, the greater the user's preference for that product.
6. **Novelty:** The recommendation system sets a limit date and all products that are older than this date will not be recommended, for example in a news website RS recommended news of, at least, one day ago.
7. **Sequence:** The RS monitors items that are consumed in a specific sequence or one after another. For example, when a user buys a mobile phone, he is likely to buy the accessories needed for the same phone, so the system will suggest the rest of the products that are usually purchased with the consumed product.

In this paper we will test incorporating the Matrix Factorization Algorithm (MF) with the time dynamics using the decay approach which is not widely used in the e-commerce domain. Also, we will compare it with the traditional bias approach.
There are two types of recommenders: rating prediction and top-N item recommendation as shown in Fig. 2. The rating prediction can be evaluated by different prediction errors, such as mean absolute error (MAE), root mean square error (RMSE) and means prediction error (MPE). The item recommendation can be evaluated through relevance metrics, such as precision and recall, and ranking metrics, such as mean average precision (MAP) [9].

The root-mean-square error (RSME) and Mean Absolute Error (MAE) are used to evaluate the rating predictions but cannot be used for evaluating the top-N recommendations. Therefore, in this research, we used precision and recall. Precision is a fraction of items that are relevant in a retrieved recommendation list as shown in equation (2). The recall is the fraction of the relevant items that are shown in the recommendations lists as shown in equation (3) [10]. One of the shortcomings of the precision metric is that it does not give weight to the location in the list where relevant items are being recommended. For example, if two relevant items appeared in the first two positions in the top-N recommendation list, they will have the same precision value even if the two items appeared in the last two positions in the list. Thus, we need another evaluation metric to take into account the position of the relevant items. Mean average precision (MAP) is often used to compare top-N recommender systems [10]. Its value will be higher if the relevant items appear in the earliest positions.

Recall and Precision:
Recall and precision are binary metrics used to evaluate models with binary output. Thus, we need a way to translate our numerical problem (ratings usually from 1 to 5) into a binary problem (relevant and not relevant items). Recall and precision help users to select items that are more similar among a set of items. The metrics consider the prediction procedure as a binary operation that allows the user to specify the good items from other items that are not related or not good. Recall \( r \) and Precision \( p \) can be calculated as follow:

\[
p = \frac{\text{no. of relevant recommendations}}{\text{no. of recommended items}}
\]
\[
r = \frac{\text{no. of relevant recommendations}}{\text{no. of all the possible relevant items}}
\]

Mean Average Precision (MAP):
The Mean Average Precision (MAP) is similar to precision with a weight for the position of the item in the recommendation lists is considered. It is calculated using the following equation:

\[
\text{MAP} = \frac{1}{N} \sum_{i=1}^{N} \frac{P@i}{N} r_i
\]
In this equation, N is the length of the recommendations list, P@i is the precision at item i. ri = 1 if the item i in the recommendations list is relevant and ri = 0 otherwise [10]. As for precision, the maximum value for the MAP is 1 and increased effectiveness is indicated by higher values.

Related Work:
This section presents previous works that use TARS in different domains. We classified them according to the domain and the seven categories of how the time can be used in RSs as mentioned in the previous section.

Many researchers investigated the use of decay function in RSs [11-16]. In [17] authors produced a simulated rating by aggregating implicit feedback dataset with time dynamics using the decay function similar. The experimental results demonstrate the effectiveness of their proposed approach, for both rating prediction and top-N recommendation in the media domain. Another research in [18] set out to increase the performance of neighborhood-based recommender systems by including temporal information with the decay function in addition to ratings. Researchers in [8] categorized the types of how time can be used in the RSs, and provided different scenarios for decay, restriction, and novelty to be applied in the learning domain. Similar to [19] which also used the sequence category with the decay. [8] used the time context in Pre-Filtering and Post-Filtering with content-based and collaborative filtering algorithms. But they did not provide any experimental test on a dataset to evaluate their proposed models and scenarios. [12] proposed an approach that predicts user preferences with consideration of preference changes by learning the order of purchase history in a recommender system. Their approach uses a Kalman filter to predict user preference vectors from user features using the micro profile app. [20] used the time context to improve the user-based collaborative filtering algorithm. they proposed a weight function to consider the changes in the group user’s preferences over time. their approach increases the prediction accuracy of the collaborative filtering (CF) prediction algorithm on a movie’s dataset. [21] defines a proactive Context-Aware RS that recommends learning objects to teachers and scientists that will produce learning resources the students will consume. Time in [21] is used like Restriction; the RS tries to find learning materials that match the actual user’s time.

From the literature, we observe that time is mostly used in the media domain [11, 13-18] and learning domain [21-24][8, 19]. But it is rarely used in the e-commerce domain. The research [12] explored the use of time in the e-commerce domain but only using the micro profile category. Also, we can observe that the change in the user’s preferences depends on the season and application domain. Thus, the way to address time in a specific field may not be extended to others. In this research, we adopted the idea of the decay function to be applied to the purchasing data (add to cart & transactions) in an online shopping system.

Incorporating Time Dynamic with MF:
Our approach includes three main phases as shown in fig3. First, the data pre-processing will be explained in the performance analysis sections. Second, the half-life decaying function. Third, the contextual modeling and generating the top-N recommended items.

![Fig 1: Experiment Approach.](image-url)
Decay function can be applied to a quantity that decreases at a rate proportional to its value. Half-life is the period an item takes to decrease by half. Half-life is very often used to describe quantities having exponential decay. It is a constant over the whole life. In our case, to track the user’s changes in preferences over time we need to give a higher weight to newly purchased items over the old ones. Thus, decay could be applied. The formulas below are used in the calculations that involve exponential decay [25].

\[
\text{PredictedAmount} = \frac{\text{ActualAmount}}{2^n}
\]

Where:

\[
n = \frac{\text{ElapsedTime}}{\text{Half\_Life}}
\]

The half-life is the number of days that have to pass to decrease the weight of a user rate by half. For example, if my dataset considers (365 days), and we assume half-life = 133 days. that means 133 days must pass to give the user’s rate half of its value (if it was 4 it will become 2 after 133 days). The actual amount is the actual value of user preference. The predicted amount is the new value of user preference after reducing its value using the decay function. After calculating the predicted rate using the decay function, we model the time dimension to be used during the recommendation process in the Matrix Factorization. Then the algorithm generates the top-N recommended items for the user.

**Experiment and Performance Analysis:**

Our experiment is designed to evaluate three approaches for TARS. The traditional time unaware RS (MF), context-aware matrix factorization (CAMF) (Bias approach) and the decay function context-aware matrix factorization (DCAMF). We evaluate the performance of the algorithms using the train-validate-test approach (splitting up the data into a training set, a validating set, and a testing set). Finally, we compare the three approaches in terms of Persian, Recall, and MAP.

**Dataset and preprocessing:**

“Retailrocket” dataset has been collected from a real-world e-commerce website. Table 1 shows the dataset sample. A visitor can make three types of events, namely “view”, “add to cart” or “transaction”. For each interaction, the system stores the VisitorID, ItemID, type of the event, the TransactionID for the purchasing events, and the time when the interaction occurred.

The first step for constructing our dataset is pre-processing by filtering the events. The data set has three different events. Views, add to cart, and transactions. However, considering all the events is difficult as it requires huge time for running the experiment. Therefore, we decide to include only the purchase data (buy & add to cart). The number of “buy” events is about 8k and the number of “add to cart” events is about 28k (total size of dataset ≅ 36k). The user-item matrix density has been calculated as follow: \(\frac{\#\text{interactions}}{\#\text{users} \times \#\text{items}}\times 100\%.\) The Dataset density= 0.0124%.

**Table 1:** Dataset Sample.

<table>
<thead>
<tr>
<th>Timestamp (Standard Unix timestamp)</th>
<th>VisitorID</th>
<th>Event (“View”, “Add to cart”, “Transaction”)</th>
<th>ItemID</th>
<th>TransactionID</th>
</tr>
</thead>
<tbody>
<tr>
<td>1433222531378</td>
<td>57036</td>
<td>view</td>
<td>334662</td>
<td></td>
</tr>
<tr>
<td>1433174518180</td>
<td>189384</td>
<td>transaction</td>
<td>299044</td>
<td>7244</td>
</tr>
<tr>
<td>1433223236124</td>
<td>287857</td>
<td>addtocart</td>
<td>5206</td>
<td></td>
</tr>
<tr>
<td>1433224244282</td>
<td>1370216</td>
<td>view</td>
<td>176721</td>
<td></td>
</tr>
<tr>
<td>1433221078505</td>
<td>158090</td>
<td>addtocart</td>
<td>10572</td>
<td></td>
</tr>
</tbody>
</table>

The visitor id, item id, and the timestamp used to determine the day of the week and the hour of the day where the event occurred. We convert the timestamp into categories as follow:
- Day of the week (Sun, Mon, Tue, Wed, Thu, Fri, Sat).
- Hour of the Day (1 to 24).
Implementation:
In the implementation stage, we assume a value for each of the user’s events. For example, 5 for the transaction event and 4 for add to cart event. After that, for each event, we calculate the elapsed time. Then, we used it to find the new predicted rate by giving less weight to older events. For the MF algorithm, we modified the CARSKit library[10] to be able to calculate the evaluation matrices (Precision -Recall-MAP) for N=1 to N=20.

In table 2, we presented the parameters used in the MF & CAMF algorithms. MF has three main parameters: number of factors, number of iterations in the cross-validation and the regularization factor to avoid the overfitting while increasing the number of latent factors. The number of iterations We assume the following values in our experiment based on the appropriate values for our dataset and the CARSKIT default values. we select the number of factors =10 to ensure that we had enough factors to sufficiently describe the variability in the data but not so many that may over-fit the training data. The number of iterations =100. Using the “Retailrocket” dataset, we assume the half-life value is equal to 43 days (one month and a half) since our dataset is between May 2015 to August 2015.

Table 2: Experiment Assumptions.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Hyper-parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td># of factors</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td># of iterations</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Regularization factor</td>
<td>default setting</td>
</tr>
<tr>
<td>CAMF</td>
<td># of factors</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td># of iterations</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Regularization factor</td>
<td>default setting</td>
</tr>
</tbody>
</table>

Results: -
In this section, we compared the two time-aware recommender system approaches (Bias and Decay) using three evaluation metrics: Precision, Recall, and MAP. We computed the three matrices for N=1 to N=20 where N is the number of recommended items. Then, we calculated the average. The results of generating the top N recommended items using three algorithms time un-aware matrix factorization (MF), Context-aware matrix factorization (CAMF Bias), and Decay Context-aware matrix factorization (DecayCAMF) are shown in Fig 3, 4, and 5. In fig3 the plot represents the precision@N for the three algorithms. We can notice that Decay CAMF increases the effectiveness of the recommendation process on average. Fig4, 5 shows the recall@N and MAP@N respectively for the three approaches. Table 3 presents the results from applying the three different approaches of TARS. The average results indicate that the decay approach performed better than the MFCA and MF with precision, recall, and MAP of 0.05%, 0.45%, and 0.16% respectively.

Given that the density of the used data set which is = 0.0124%. The results show that adding the time as a context using the decay function to generate a new user rate is improving the system prediction for the users purchasing actions in terms of precision, recall, and MAP.
Fig 2: Percision@N(MF,CAMF,DecayCAMF).

Fig 3: Recall@N (MF, CAMF, DecayCAMF).

Fig 4: MAP@N(MF,CAMF,DecayCAMF).

**Table 3:** The average of the evaluation matrices (precision, Recall, MAP) for the three algorithms (MF, CAMF, DecayCAMF).

<table>
<thead>
<tr>
<th></th>
<th>AVG Precision</th>
<th>AVG Recall@N</th>
<th>AVG MAP@N</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>0.02%</td>
<td>0.22%</td>
<td>0.05%</td>
</tr>
<tr>
<td>CAMF</td>
<td>0.02%</td>
<td>0.24%</td>
<td>0.05%</td>
</tr>
<tr>
<td>Decay &amp; CAMF</td>
<td>0.05%</td>
<td>0.45%</td>
<td>0.16%</td>
</tr>
</tbody>
</table>

**Conclusion:**

In this paper, the accuracy of two methods for dealing with the change in user preferences (bias and decay) in an online shopping system is evaluated. We incorporated the exponential decay function into a matrix factorization model. We evaluated its quality in terms of precision, recall, and MAP. We compared the decay method with the bias method using K-fold cross-validation with 80% as training. We focused on the user purchasing actions (add to cart and transaction). Experimental results show that the decay function outperformed the traditional CAMF (bias) in terms of precision, recall, and MAP. In future work, this study could be applied to a larger dataset to generalize the results. The work could also be extended by evaluating the use of the decay function method with other state of the art algorithms.
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