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Assignment problems deal with the question how to assign n objects to 

m other objects in an injective fashion in the best possible way. An 

assignment problem is completely specified by its two components the 

assignments, which represent the underlying combinatorial structure, 

and the objective function to be optimized, which models "the best 

possible way". The assignment problem refers to another special class 

of linear programming problem where the objective is to assign a 

number of resources to an equal number of activities on a one to one 

basis so as to minimize total costs of performing the tasks at hand or 

maximize total profit of allocation. In this paper we introduce a new 

technique to solve assignment problems namely,Divide Row Minima 

and Subtract Column Minima .For the validity and comparison study 

we consider an example and  solved by using our technique and the 

existing Hungarian (HA) and matrix ones assignment method(MOA) 

and compare optimum result shown in graphically. 
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Introduction:- 
In practical field we faced different types of problem which consists of jobs to machines  , drivers to trucks, men to 

office etc. in which the assignees possess varying degree of efficiency, called as cost or effectiveness. The basic 

assumption of this type of problem is that one person can perform one job at a time. An assignment plan is optimal if 

it minimizes the total or maximizes the profit. This type of linear assignment problems  can be  solvd  by  the  very 

well- known Hungarian method  which was derive by the two mathematicians D.Konig and E.Egervary. Although 

the name “Assignment Problem” seems to have first appeared in 1952 paper by Votaw and Orden [1],what is 

generally recognized to be the beginning of the development of practical solution methods and variations on the 

classic assignment problem was the publication in 1952 of Kuhn’s article on the Hungarin methods for it 

solution[2].Different methods have been presented for assignment problem and various articles have been published 

on see [3],[4],[5] for the history of this method.    

 

In other words, the maximum size of a matching in a bipartite graph is equal to the minimum number of vertices 

needed to cover all edges. This result can be derived from that of Frobenius [1917], and also from the theorem of 

Menger [1927] but, as Konig detected, Menger's proof contains an essential hole in the induction basis. This 

induction basis is precisely the theorem proved by Konig. After the presentation by Konig of his theorem at the 

Budapest Mathematical and Physical Society on 26 March 1931, E. Egervary [1931] found a weighted version of 

Konig's theorem. It characterizes the maximum weight of a matching in a bipartite graph, and thus applies to the 

assignment problem. Egervary's theorem and proof method formed, in the 1950's, the impulse for Kuhn to develop a 
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new, fast method for the assignment problem, which he therefore baptized the Hungarian method. The first 

algorithm for the assignment problem might have been published by Easter field [1946], who described his 

motivation as follows: 

 

Easter field seems to have worked without knowledge of the existing literature. He formulated and proved a theorem 

equivalent to Konig's theorem and he described a primal-dual type method for the assignment problem from which 

Egervary's result given above can be derived. Easter field's algorithm has running time. This is better than scanning 

all permutations, which takes time (n!). 

 

In Dantzig [1951a] showed that the assignment problem can be formulated as a linear programming problem that 

automatically has an integer optimum solution. The reason is a theorem of Birkho [1946] stating that the convex hull 

of the permutation matrices is equal to the set of doubly stochastic matrices  nonnegative matrices in which each row 

and column sum is equal to 1. Therefore, minimizing a linear functional over the set of doubly stochastic matrices 

(which is a linear programming problem) gives a permutation matrix. The assignment problem has helped in gaining 

the insight that a finite algorithm need not be practical, and that there is a gap between exponential time and 

polynomial time. Also in other disciplines it was recognized that while the assignment problem is a finite problem, 

there is a complexity issue.  

 

Lord [1952], Votaw and Orden [1952], and Dwyer [1954] (the `method of  optimal regions'). Von Neumann 

considered the complexity of the assignment problem. In a talk in the Princeton University Game Seminar on 

October 26, 1951, he showed that the assignment problem can be reduced to finding an optimum column strategy in 

a certain zero-sum two person game, and that it can be found by a method given by Brown and von Neumann 

[1950]. We give first the mathematical background. The basic combinatorial (non-simplex) method for the 

assignment problem is the Hungarian method. The method was developed by Kuhn [1955b,1956], based on the 

work of Egervary [1931], whence Kuhn introduced the name Hungarian method for it. On the origin of the 

Hungarian method"' Kuhn [1991] gave the following reminiscences from the time starting Summer 1953.See history 

[1],[2],[3],[4],[5] for this problem. 

 

In this paper we introduce a new technique to solve assignment problems namely,Divide Row Minima and Subtract 

Column Minima on the basis of Hungarian (HA) and matrix ones assignment method(MOA). For the validity and 

comparison study we consider an example and solved by using our technique and the existing Hungarian (HA) and 

matrix ones assignment method (MOA). 

 

Assignment  Model in Mathematically : 

Mathematically, the assignment problem can be expressed as follows: 

Let 𝑥𝑖𝑗 denote the assignment of facility i to job j such that 

𝑥𝑖𝑗 = 0, if the ith facility is not  assigned to jth job. 

𝑥𝑖𝑗 = 1, if the ith facility is  assigned  to jth  job. 

 

Optimize: 

                         𝑧 =   𝑥𝑖𝑗 𝑐𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖=1                                                               … …(1) 

 

Subject to constraints  xij = 1, i = 1,…… . . nn
j=1  

 

                       𝑥𝑖𝑗 = 1, 𝑗 = 1,…… . . 𝑛𝑛
𝑖=1                                         …....(2)                          

 

                    𝑥𝑖𝑗 = 0 𝑜𝑟 1, 𝑖 = 1, …… . . 𝑛, 𝑗 = 1,…… . . 𝑛 

 

 

Where𝑐 𝑖𝑗 is the cost or effectiveness of assigningith job to jthfacility and 𝑥𝑖𝑗 is to be some positive integer or zero, 

and the only possible integer is one, so the condition of 𝑥𝑖𝑗 = 0 𝑜𝑟 1, is automatically satisfied. 

 

Associated to each assignment problem there is a matrix called cost or effectiveness matrix [𝑐𝑖𝑗 ], where 𝑐𝑖𝑗 is the cost 

of assigning ith job to jth facility. In this paper we call it assignment matrix, and represent it as follows: 
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which is always a square matrix, thus each task can be assigned to only one machine. In fact any solution of this 

assignment problem will contain exactly m non-zero positive individual allocations. 

 

Algorithm of Divide Row Minima and Subtract Column Minima method:- 

This is a new approach for solving assignment problem which is based on MOA-method and Hungarian-method. In 

this method we make assignment in terms of zeros. By a complete assignment we mean an assignment plan 

containing exactly m assigned independent zeros, zero in each row and zero in each column. Now, consider the 

assignment matrix where 𝑐𝑖𝑗 is the cost or effectiveness of assigning ith job to jth machine. 

 

Step-1:-Find the minimum cost  of each row say  𝑎𝑖  and write it right hand side of this matrix. Divided each row by 

minimum  cost𝑎𝑖  
 . 

Step-2:-Find minimum cost of each column say𝑏𝑗  and write it below of the matrix. Then subtract  𝑏𝑗   from jth 

column  of the matrix. 

 

Step-3:-Now make assignment in terms of zero. If there are some rows and columns without assignment ,then we 

cannot get  optimum solution .Then we go to the next. 

 

Step-4:-Draw the minimum cost of vertical and horizontal lines necessary to cover all the zeros in the reduced cost 

table obtained from Step 2 by adopting the following procedure: 

 

1. Mark (√) all rows that do not have assignments.  

2. Mark (√) all columns (not already marked) which have zeros in the marked rows. 

3. Mark (√) all rows (not already marked) that have assignments in marked columns.  

4. Repeat steps 4(ii) and (iii) until no more rows or columns can be marked. 

5. Draw straight lines through each unmarked row and each marked column. If the number of lines drawn (or total 

assignments) is equal to the number of rows (or columns) then the current solution is the optimal solution, 

otherwise go to Step 4. 

 

Step-5: Select smallest cost of the  of the reduced  matrix not  covered by the lines. Subtract   this smallest cost  

from all not covered by a straight line and this same smallest  cost is added to every cost  including zeros lying at the 

intersection of any two lies .Other cost covered by lines remain   unchanged. Again make assignment in terms of 

zeros. 

Step-6: If optimum solution is not found ,repeat (4) &(5) successively till an optimum solution is obtained. 

 

Numerical Example:- 

 

Example:- A project consist of four  major jobs for which four contractors have submitted tenders. The  tender 

amounts quoted in lacks of taka given in the matrix below: 
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Find the assignment  which minimize  the total cost of the project, each contractor has to be assigned at least one 

job. 

Solve by using  Divide Row minima and Subtract column Minimum method (proposed method):- 

 

Step-1:- 

Find the minimum cost  of each row say   𝑎𝑖   and write it right hand side of this matrix. Divided each row by 

minimum  cost𝑎𝑖   . 
 

 

 

Step-2:Now find the minimum cost of each column in assignment matrix ( say bj), and write it below that column. 

Then subtract this cost from each cost of jth column of the matrix 

 

 

 

 

Step-3: Make initial assignment     

Here we see that all zeros are either assigned or crossed  out i.e. that is total assigned zero’s is 4  which is equal to 

the no of rows or columns .And the optimum solution are (1,B),(2,C),(2,B),(4,A). 

Contractors Jobs 

A B C D 

1 10 2 30 15 

2 16 22 28 12 

3 12 20 32 10 

4 9 26 34 16 

Contractors Jobs Min 

 

12 

10 

9 

A B C D 

1 5 1 15 7.5 

2 1.33 1.83 2.33 1 

3 1.2 2 3.2 1 

Contractors Jobs  
A B C D 

1 4 0 12.67 6.5 

2 0.33 0.83 0 0 

3 0.2 1 0.87 0 

4 0 1.89 0.5 0.78 

         Min                                      1                            1                         2.33                      1 

 

Contractors  Jobs 

A B C D 

1 4 0 12.67 6.5 

2 0.33 0.83 0 0 

3 0.2 1 0.87 0 

4 0 1.89 0.5 0.78 
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The minimum cost = 2+28+10+9=49 

Solve the example  using HA-method: 

Step-1: Select the minimum cost  of each row and subtract this cost  from every cost  in that row.      

 
Step-2: Select the minimum cost  of each column and subtract this cost  from every element in that column.  

 

 

 

Step-3:- Make initial assignment    

 

Here we see that all zeros are either assigned or crossed  out i.e. that is total assigned zero’s is 4  which is equal to 

the no of rows or columns .And the optimum solution are (1,B),(2,C),(2,B),(4,A). 

The minimum cost = 2+28+10+9=49 

 

Solve the example  using  MOA-method:- 

Step-1:- 
Find the minimum cost of each row in the assignment matrix (say ai) and write it on the right hand side of the matrix 

.Then divide each cost ofith row of the matrix by ai. These operations create ones to each rows, and the matrix 

reduces to following matrix.  

 

 

 

Contractors                          Jobs 

A B C D 

1 8 0 28 13 

2 4 10 16 0 

3 2 10 22 0 

4 0 17 25 7 

Contractors                          Jobs 

A B C D 

1 8 0 12 13 

2 4 10 0 0 

3 2 10 6 0 

4 0 17 9 7 

Contractors                          Jobs 

A B C D 

1 8 0 12 13 

2 4 10 0 0 

3 2 10 6 0 

4 0 17 9 7 

Contractors Jobs Min 

 

      

     2 

    12 

    10 

     9 

A B C D 

1 5 1 15 7.5 

2 1.33 1.83 2.33 1 

3 1.2 2 3.2 1 

4 1 2.89 3.75 1.78 
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Step-2:-Now find the minimum cost of each column in assignment matrix ( saybj), and write it below that column. 

Then divide each cost of jth column of the matrix by bj. 

 

 

Step-3:- Make initial assignment       

 

 

Here we see that all zeros are either assigned or crossed  out i.e. that is total assigned zero’s is 4  which is equal to 

the no of rows or columns .And the optimum solution are (1,B),(2,C),(2,B),(4,A). 

The minimum cost = 2+28+10+9=49 

 

 

 
 

        

         

         

         

         

         

         

         

         

         

         

         

         

          

 

             Table 1:-- Comparison of optimal values 

 

 

Contractors Jobs  

A B C D 
1 5 1 6.44 7.5 
2 1.33 1.83 1 1 
3 1.2 2 1.37 1 
4 1 2.89 1.62 1.78 

           Min                                  1                            1                         2.33                            1 

Contractors Jobs  
A B C D 

1 5 1 6.44 7.5 

2 1.33 1.83 1 1 

3 1.2 2 1.37 1 

4 1 2.89 1.62 1.78 
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Conclusion:- 
In this paper, a new and simple technique was proposed for solving assignment problems. This method can be used 

for all kinds of assignment problems, whether maximize or minimize objective function. The new method is based 

on creating some zeros in the assignment matrix, and finds an assignment in terms of the zeros. This method offers 

significant advantages over similar methods. Also the comparison among three method have been shown in this 

paper graphically .Therefore this paper attempts to propose a technique for solving assignment problems which is 

differ from the preceding methods. 
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