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Abstract

Mining is a technique of extracting actionable information from the big pile of data. This paper surveys and compares the various web mining techniques which is an emerging field of data mining.

Introduction:

Data collection and storage strategies have made it viable for different organizations to escalate large amount of data which is later used to find meaningful information or patterns from the useful or actionable data. In [1], the subsequent definition is given: Data mining (DM) is the method of exploration and analysis, by way of computerized or semiautomatic means, of massive quantities of facts (data) in order to find out significant patterns and rules. Data mining is a subfield of computer science which involves computational methods of large data (information) sets patterns discovery. The techniques used are at the juncture of artificial intelligence, machine learning, statistics, database systems and business intelligence. Data Mining is about solving problems by analyzing data already present in databases [2]. Recently, interest has risen in data mining because it finds useful knowledge hidden in a large amount of accumulated documents. However, it is difficult to find suitable tools for examining raw web log data to retrieve significant and useful information. Data mining tasks can be categorized in two categories-descriptive and predictive. Descriptive mining tasks distinguish the general properties of the data in database. Predictive mining tasks perform inference on the current data in order to make predictions.

Mining Algorithms:

Mining strategies (techniques) are used to discover the data available online after which extract the relevant information from the Internet. Searching on the web is a complicated process that requires exclusive algorithms for which we use one-of-a-kind techniques that are available:

Support Vector Machine (SVM):

SVM is a kernel-based learning algorithm. It was firstly implemented on classification problems and later applied for regression task. Primarily, vector machine employs the kernel trick for projection of non-linear separable training facts or data onto better dimensional feature (attribute) space by preserving dimensions of relatedness in the data. In a classification scenario it then obtains the maximum-margin hyperplane as the decision boundary pushed against by those support vectors and thus become capable of extracting the global optimal solutions regardless of the scarcity of the training data and less overfitted to it.
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Page Rank: 
Page Rank is used when we want to rank pages in order of relevance. Some are page rank are based on structure and other based on content. Page rank algorithm gives different scores to different pages and sort in order of their pertinence. The web pages having higher page ranks are listed in the top and thus help the user in collecting required and important information in the least possible time.

KNN: 
The KNN is the important classification technique when there is little or no prior knowledge about the distribution of the data. This rule simply keeps the entire training set during learning and assigns to each query a class represented by the majority label of its k-nearest neighbors’ in the training set [4].

Apriori: 
Apriori Algorithm is an algorithm based on association rules, which recite all of frequent item sets. This algorithm increases the efficiency of different organizations because it uses past knowledge of frequent item set properties which are used to predict different add on products with the product we want to purchase.

Neural Networks: 
Neural Network is a machine that is designed to clone the way in which brain performs. In this numbers of processes are connected in a manner suggestive of the neurons working in human brain. The concept of neural networks is a sub part of machine learning i.e. the processes in neural network are able to learn and find errors by itself like a human.

Types of Neural Network: 
1. Feed forward Neural Network : In this neural networks data flows in a single direction. The data passes from input nodes to output nodes. These neural networks may or may not have hidden layers. E.g.: Speech Recognition
2. Multilayer Neural Network : Multilayer networks solve the classification problem by using hidden layers, whose neurons are not directly connected to the output. Eg : Mechanical fault diagnosis
3. Kohonen Self Organizing Neural Network : This network is based on unsupervised learning to produce an input space of training samples. It assigns different weights to the neurons; one with the closest gets the higher preference. E.g.: Organizing massive data in real time
4. Recurrent Neural Network : The Recurrent Neural Network works on principle of saving the time for output layer be confirming and predicting the accurate result and feeding back to input layer which help in predicting the outcome of the layer. E.g.: Robotics

Introduction To Web Mining: 
The application of data mining methods or techniques to World Wide Web is referred to as web mining [5]. Web mining techniques provides a set of strategies which provide solutions to dissimilar problems. However information retrieval (IR) and natural language processing (NLP) can also be used to handle these problems. When we see web mining in terms of data mining it have three interest of operations say clustering, associations and sequential analysis.

Web content mining: 
The extraction of valuable information and web knowledge from web sources or web contents such as text, image, audio, video, and structured records is referred as web content mining [8]. Web content mining can be further categorized as web page content mining and search result mining [9]. Web content may be unstructured (plain text), semi-structure (HTML documents), or structured (extracted from databases into dynamic web pages). A research area closely related to content mining is text mining.
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Web structure mining:
It refers to the hyperlink’s topology within the web (inter document structure). It classifies the web pages and generates the facts such as the resemblance and association between them, taking the advantage of their hyperlink structure. Personalization is a classic application of Web Mining, which can be used to improve web site usage by modifying the contents of a web site with respect to the user or visitors necessity [9].

Web usage mining:
Web usage mining is the process of recognizing browsing patterns by analyzing the visitor’s navigational behavior. It main focus is to extract useful and remarkable patterns from usage data such as server logs, client browser logs, proxy server logs, cookies, user sessions, registration data, mouse clicks, user queries, bookmarks etc. and any other data as the results of user interactions [13]. Web usage mining may be used to support dynamic structural modifications of an internet website so as to suit the active user, and to form recommendations. [10]

Application Of Web Mining:
Personalization:
It is a type of information filtering method that pursues to predict the 'ratings’ or preferences’ that a user would give to an items, they have not been considered, using a model contracted from the characteristics of an item (content-based methods or collaborative filtering methods) [11]. These structures closely examine the individual characteristics and habits, extract useful patterns and constructs computerized responses to justify individual needs without expecting much input from visitor or user. This mined information is used to promote business, understanding market dynamics, new promotions, personalized ads etc. [12]. "Web Personalizer" [14] is a powerful frame for mining web log files to find the beneficial information for the purpose of recommendations based on the browsing resemblances of present user to previous user.

Marketing intelligence:
Web mining has several benefits for companies. Firstly, to increase of profits by sale of more products or services and by reducing the costs. For doing this, marketing intelligence is necessary. It can concentrate on marketing strategies and competitive analyses or on the association with the customers. Web Mining can be used to categorization and clustering techniques to construct comprehensive customer profiles. It helps organizations in two ways, (i) to hold current customers by providing them more personalized services and (ii) contributes in the lookk for potential customers.

Comparison:

<table>
<thead>
<tr>
<th>S.NO.</th>
<th>PAPER TITLE</th>
<th>AUTHORS</th>
<th>ADVANTAGES</th>
<th>DISADVANTAGES</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Database Intrusion Detection using Weighted Sequence Mining [11]</td>
<td>Abhivas Srivastava, Shamik Sural and A.K. Majumdar</td>
<td>As per experiments performed, detection rate was better than non-weight IDS.</td>
<td>The proposed database intrusion detection system generates more rules as compared to non-weighted approach which makes it less efficient.</td>
</tr>
<tr>
<td>2</td>
<td>A Real-Time Intrusion Detection System using Data Mining Technique [14]</td>
<td>Fang-Yie Leu and Kai-Wei Hu</td>
<td>This paper introduced Intrusion Detection and Identification System (IDIS), which builds a profile for each user in an intranet to keep track his/her usage habits as forensic features with which IDIS can identify the underlying user in the intranet.</td>
<td>Difficult to implement and requires large set of data for accuracy.</td>
</tr>
<tr>
<td>3</td>
<td>Multi-class Enhanced Image Mining of Heterogeneous Textual Images Using</td>
<td>S.Chitrakala, P.Shaminim</td>
<td>Using the J48 Classifier and a decision tree classifier based on C4.5, testing the region features with a 10-fold cross validation, results came up with 92% of average accuracy</td>
<td>The intensity histogram features of mean, variance and skewness could efficiently classify DOC but were useless for other types of images i.e. ST (Scene Text Image) and CT (Caption Text Image)</td>
</tr>
<tr>
<td>Section</td>
<td>Description</td>
<td>Authors</td>
<td>Details</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td>---------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Stock Market Prediction Based on Public Attentions: a Social Web Mining Approach</td>
<td>Ailun Yi</td>
<td>Models built on more complex features such as Loose n-gram and topic filtering and wrapper method bring cross related concepts and are effective in prediction. The simplest counting method failed to correlate directly with stock prices and such methods cannot lead to stable performance in prediction.</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Mining the web for generating Thematic Metadata from Textual Data</td>
<td>Chien Chung Huang, Shui-Lung Chuang, Lee-Feng Chien</td>
<td>Experimental results confirm the potential and wide adaptability of approach of using feature extraction, HCQF and text instance categorization to generate semantically- deep meta data. Quality of meta data is not guaranteed and differs depending upon the websites being mined.</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Intrusion detection Using data mining along fuzzy logic and genetic algorithms</td>
<td>Y.Dhanalakshmi, Dr.I. Ramesh Babu</td>
<td>The fuzzy logic system based genetic algorithms potentially detects correct timing for most of IDS attacks. Large data sets are needed, otherwise genetic algorithms will select almost all rules.</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>ADAM: A Testbed for Exploring the Use of Data Mining in Intrusion Detection</td>
<td>Daniel Barbar, Julia Couto, Sushil Jajodia, Ningning Wu</td>
<td>Accurately prevents against a variety of attacks such as DOS attack. This method allows us to avoid the dependency on training data for attacks, ADAM still requires some training data to build the profile of normal activity.</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Data Mining Techniques for (network) Intrusion Detection Systems</td>
<td>Theodoros Lappas and Konstantinos Pelechrinis</td>
<td>Here, a survey of the various data mining techniques that have been proposed towards the enhancement of IDSs and has shown the ways in which data mining has been known to aid the process of Intrusion Detection and the ways in which the various techniques have been applied and evaluated by researchers. The paper provides a potential idea and is not tried and tested.</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Customer Information System for Product and Service Management: Towards Knowledge Extraction from Textual and Mixed-Format Data</td>
<td>Si Jie Phua, Wee Keong Ng, Haifeng Liu, Xiang Li, Bin Song</td>
<td>This paper proposes to develop a Customer Information System to efficiently extract customer knowledge from structured and textual data using computational intelligence approaches. The system assists companies to identify profitable market and discover customer needs pattern. It takes time to extract meaningful findings from data but enables innovations that are essential for product and service management.</td>
<td></td>
</tr>
</tbody>
</table>
Conclusions:
The paper focused on surveying the concepts of web mining and its possible applications in everyday life. Several real-life applications such as Personalization, marketing intelligence etc. were studied. As a result of the survey, we were also able to compare various techniques in terms of advantages and disadvantages. The survey paper is a stepping stone in implementing either of the existing applications in the field or to generate a solution for an existing problem.
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