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Choosing a right measure in assessing the education system might be a great 
challenge in present scenario. As the numbers of technical institutions are 

increasing enormously, students and parents are uncertain to take up higher 

education in a reputed institution. The information regarding colleges or 

institutions is graded by many institutional stake holders and others through 

social networking sites like Twitter. The large volume of data generated 

through social networking sites is unstructured which is posted by different 

kinds of people. Processing the unstructured data is a tedious process. To 

rank the institutions based on the unstructured data would be a difficult 

process using traditional or conventional data mining techniques and tools. 

The proposed framework is for ranking the institutions based on K-

anonymity algorithm which is implemented in HADOOP and HIVE. This 
method improves the efficiency and accuracy of the data processing compare 

to the traditional methods. 

 
                   Copy Right, IJAR, 2016,. All rights reserved.

Introduction:- 
In recent years it has been observed that the growth of technical institutes is increasing tremendously. The career 

options for the students are also great in number. Consequently the system is creating uncertainty for the students as 

well as parents in choosing the right institution to continue higher education.  

 

Many of us depend on reviews, comments, feedback, opinions and outlook given by previous preceding bodies or 

social networking sites. The institutional statistical data can be manipulated and there is a chance of false data 

generation by outward bodies when compared to the institutional stake holders. Thus, Generic and factual data 

which is a backbone of any institution has to be captured and projected to the students for making right decision. 

 

Our paper Extract, Transform and utilize structured and unstructured data generated by stakeholders and others 
through social networking sites respectively. The generated data is then analyzed using Hadoop and Hive to produce 

classification of the institutions. 

 

The remaining part of the paper is organized as follows: Section 2 gives a brief description of the important papers 

that are reported. Section 3 introduces proposed system model for ranking the colleges based on unstructured data in 

Hadoop. Section 4 discusses the implementation of the system. Section 5 shows the experimental results and 

discussions. Section 6 presents conclusion and future work. 

 

Literature review:- 
We live in on-demand, on-command Digital universe with data prolifering by Institutions, Individuals and Machines 

at a very high rate. This data is categories as "Big Data" due to its sheer Volume, Variety, Velocity and Veracity. 

Most of this data is unstructured, quasi structured or semi structured and it is heterogeneous in nature. 
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The volume and the heterogeneity of data with the speed it is generated, makes it difficult for the present computing 

infrastructure to manage Big Data. Traditional data management, warehousing and analysis systems fall short of 

tools to analyze this data. Due to its specific nature of Big Data, it is stored in distributed file system architectures. 

Hadoop and HDFS by Apache is widely used for storing and managing Big Data.  

 

Harshawardhan et al,[5] said that, the term „Big Data‟ describes innovative techniques and technologies to capture, 
store, distribute, manage and analyze petabyte or larger-sized datasets with high velocity and different structures. 

Hadoop is an open source software project that enables the distributed processing of large data sets across clusters of 

commodity servers.  

 

It is designed to scale up from a single server to thousands of machines, with a very high degree of fault tolerance. 

Efthymios Kouloumpiset al, [3] described on “Twitter Sentiment Analysis: The Good the Bad” is investigate the 

utility of linguistic features for detecting the sentiment of Twitter messages. They use three different corpora of 

Twitter messages in their experiments.  

 

For development and training, they use the hash tagged data set (HASH), and the emotion data set (EMOT). For 

evaluation they use a manually annotated data set produced by the iSieve corporation (ISIEVE). 

 
T.K.Das et al, [10] wrote on “BIG Data Analytics: A Framework for Unstructured Data Analysis” is nowadays, 

most of information saved in companies are unstructured models. Retrieval and extraction of the information is 

essential works and importance in semantic web areas. Unstructured data targeted in this work to organize, is the 

public tweets of Twitter.  

 

Building a Big Data application that gets stream of public tweets from Twitter which is latter stored in the HBase 

using Hadoop cluster and followed by data analysis for data retrieved from HBase by REST calls is the pragmatic 

approach. 

 

By follow all the above papers we proposed an approach for process unstructured data based on K-Anonymity 

algorithm which is implemented in HADOOP and HIVE. This method improves the efficiency and accuracy of the 
data processing. 

 

Proposed system architecture and methodology:- 
Architecture:- 

In the Figure 1 proposed system is providing rating and feedback of the colleges by processing unstructured data 

taken from social networking sites like Twitter. The application inputs dataset that contains the information taken 

from Twitter. The application also inputs dataset of the individual college data of the stakeholders like students, 
faculty of the colleges which is used to identify the internal students and faculty.  

 
Figure 1: Architecture Diagram of Framework for  Ranking of colleges 
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Then the input data is processed by using Hadoop. In Hadoop we write the Hive Queries by using user interface. 

By these queries we performed JOUM [7] (Join Once Use Many) operations. After that the processed data stored 

in Meta store. Then apply K-Anonymity algorithm on the processed data. Further the data is classified and 

clustered which results a data set. Finally the resulted data is visualized. 

 

Methodology:- 
For accessing the position of the institution, we need to classify the institutions based on important attributes such as 

feedback from all aspects and this has to be analyzed properly to fit into our framework. Hence we use K-

Anonymity methodology that can attain efficient ranking among the colleges from the data set. 

 

K-Anonymity Algorithm:- 

K-Anonymity is one of the algorithm, tailored to solve the problem of identity disclosure. An individual is 

indistinguishable from at least (k-1) individuals in a k-anonymous dataset correspondingly, A dataset satisfies K-

Anonymity, if every record in the data set is identical to at least (k-1) other tuples with respect to the set of quasi 

identifier attributes, and such a dataset is so called k-anonymous. The K-Anonymity algorithm limits the ability to 

link or match the published data with existing external information.  These attributes in the private information can 

be used for linking with external data used for other specific purpose. 

 

 
 

 

The detailed implementation steps of the proposed algorithm as follows: 

 

Step I:  

An unstructured dataset about colleges (Twitter data) is taken as input for the system. 
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Table 1: Twitter Data about colleges 

 

Step II: 

The unstructured data is interleaved in Hadoop Process to obtain a structured format using JOUM. 
 

Step III: 

The dataset is split into no. of nodes according k parameter. We have considered good and bad as k anonymity 

parameters for the data set considered. 

 

Step IV: 

The data set we have taken can be divided according to the colleges by running a query in HIVE using K- 

Anonymity algorithm. College_list is generated using following formulae 

 

 
Where, Gi is Information gain, 

             Ep is Parent entropy, 

             Ec is child entropy. 

 

 
Where E is Entropy, 

            Pi is probability distribution of k-parameter 
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Table 2: After applying K-Anonymity Algorithm in Hive 

 

 
 

System implementation:- 

 

Figure2: Process flow Diagram for Ranking of colleges 

 Taking database dump in .CSV format and inject into HDFS. 

 Taking the colleges data in .XLS format and inject into HDFS. 

 Then, read .CSV and .XLS files from HDFS through HIVE script. 

 Apply k-anonymity Algorithm, process both files and get the results. 

 Store the result data in a CSV file into HDFS. 

 Then, download resulted file from HDFS. 
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Databases are abundant for small sets of data and low latency queries. However, when it comes to Big Data and 
large data sets in terabytes, traditional SQL database is not the perfect solution. Hive queries data in parallel across 

multiple nodes using MapReduce, distributing the database across multiple hosts as load increases. Hive can also be 

used as an alternative to writing java MapReduce jobs, because it provides an SQL-like interface to run complex 

queries against Big Data. By providing a simple, SQL like wrapper, complex MapReduce code can be avoided with 

a few lines of SQL-like entries. 

The traditional RDBM system cannot scan a vast amount of data (tera, peta, zeta bytes) and assist for plan/ parse/ 

execute query using normal joins. On the other hand, HIVE is one of the important and efficient components in 

HADOOP for processing SQL queries. We introduce bucketmap join instead of normal joins in hive for query 

optimization. The bucketmap join as shown below. 

 

set hive.optimize.bucketmapjoin = true; 

This transition allows translating our SQL queries into Map/Reduce tasks and could speeding up HIVE and giving 

us efficient results. In this project we take both structured and unstructured datasets as input and transform (join) 

into one table according to one attribute.  

 

According to this project we use JOUM methodology that join the tables in star schema data and build an index f or 

Joined data. Based on JOUM, SQL queries execution time in HIVE has been improved without changing HIVE 

framework. JOUM performance is improved even by increasing data size. The bucket map Join  Operation  is  used  

to  match  the  rows  of  two  or more tables and produces all  rows  from  all  tables  related  to  some  specific fields 

or properties. 
The joined data table contains schema Fact/Dimension tables which will be uploaded into HDFS. 

 

Table 3: The joined data table 
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Results and discussion 

The performance of the proposed algorithm in Hadoop is accurate and processing time is less compared with 

different Traditional data mining tools and techniques. The performance evaluation of data in Hadoop is shown in 

Table 4. In this the CPU cumulative time is very less in processing the data while compared with traditional data 

mining tools. 

 

Table 4: Performance Evaluation table 

 
  

Table 4 contains the information of size of data, no of splits, total no of mappers, no of reducers and cumulative 

CPU time. Table 5 shows how many people are posting good and bad comments about institutions. By analyzing 

this data we can provide ranking of the institutions. 

 

Table 5: Comments like Good and Bad 
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Figure 3: Analysis of Information Gain 

By analyzing the Table 5 like taking good and bad comments we provide the result like ranking of the institutions 

shown in Table 6. 

 

Table 6: Result analysis table 

 
 

Figure 4 shows the analysis of the results Table 6. The X-axis shows the information about the ranking of colleges. 
The Y-axis shows the percentage of the good and bad comments.  

 
Figure 4: Analysis Graph of the Resulted data set 

When the percentage of good increases then the ranking of college increases with the calculation in the 

framework. When the percentage of bad is increases then the ranking of colleges decreases. 
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Conclusion:- 
We performed the paper using the K-Anonymity algorithm in Hadoop and acquired results fast and accurate. The 

key concept of K-Anonymity algorithm is the algorithm limits the ability to link or match published data with 

existing external information, those attributes in the information that could be used for linking with external data. It 

gives effective results in less time taken to process data. After analyzing the data we gave the ranking to the 

colleges. 

 

Future work:- 
Best functionality of the paper is processing Twitter and institutional data and provides the ranking of institutions. 

We would try to enhance the project by processing the data of all remaining institutions and provides ranking and 

categorization of the system in future based on different calculative attributes. 
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