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Abstract

In recent years, the practical application of automatic document summarization has become popular and numerous papers published based on the topic. There are many approaches to identify the significant portion of each document. Topic representation and modelling is an intermediate representation of the text that captures the topics discussed in the input and aids the automatic summarization. The significance of sentences decided based on the representations of topics in the input document. This article attempts to provide a comprehensive summary that includes sentence extraction, tokenization on the extracted sentences. Sentence based Structural Topic Modeling (STM) is used to determine important content for each domain in the integrated document and sentences are grouped using k-means clustering under each topic. Further Text Summarization of sentences under each topic achieved using its Term Frequency of each sentence. Finally, the sentences are arranged based on its Lexical Ranking score in the summarized text.

Introduction:

Text abstraction has assumed great importance in an era where the emphasis is on multi-document and multilingual summarization. Most summarizers generate summaries from multiple documents by some kind of an extraction algorithm and then present the concatenated content to the reader [1]. But it is also indispensable that they must be semantically meaningful to enhance the comprehensiveness of the summary being generated. A lot of research focused on language processing and machine-learning techniques to determine which sentences could better represent the original text. Significant advances were made in determining the semantic interpretations and developing similarity measures. Researchers are more interested to explore new models for summarization and investigating a variety of approaches to come up with accurate summarization using Natural Language Processing (NLP). Topics give a high-level description of its contents to the reader, and hence we have used a hybrid approach to tackle the problems of summarization using the STM package.

Literature Survey:

In the recent past, several methods proposed based on statistical, graph-based, and machine learning approaches. Statistical Approaches focus on feature extraction that the sentences selected based on concepts such as co-occurrences of words and classification.

Author [2] proposed Bayesian classification in text summarization; the system defined for single document
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summarization (SDS) in Japanese and, in some cases, evaluated more accurately than other systems. There are also researches [3] that used Lexical chains and Bayesian method for sentence extraction. Statistical approaches fail for new corpora from a different domain. Graph-based approach performs well topic-driven summarization by obtaining a sub-graph that is similar to the topic. Summarization can be done by identifying most connected node from each subgraph. It is popular in ranking web pages by Google’s PageRank [7] that serves an index and search for relevant web pages. For example, systems like TextRank [4], LexRank [5], and Hypersum [6] use graph-based approach to obtain good summaries but less significant for multi-document summarization.

<table>
<thead>
<tr>
<th>Author/Year</th>
<th>Technique</th>
<th>Text Representation</th>
<th>Content Selection</th>
<th>Summary Generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barzilay and McKeown, 2005</td>
<td>Tree based</td>
<td>Dependency tree</td>
<td>An algorithm uses local alignment across a pair of parsed sentences</td>
<td>Algorithm for altering phrases from input sentences</td>
</tr>
<tr>
<td>Greenbacker, 2011</td>
<td>Multimodal</td>
<td>Semantic model</td>
<td>Information Density</td>
<td>Synchronous tree</td>
</tr>
<tr>
<td>Genest and Lapalme, 2012</td>
<td>Rule-Based</td>
<td>Categorical and parametric</td>
<td>Rules</td>
<td>Generation patterns</td>
</tr>
<tr>
<td>Moawad and Aref, 2012</td>
<td>Semantic graph</td>
<td>Rich semantic graph</td>
<td>(C_{\text{weight}} = \text{Average weight of each concept.} )</td>
<td>Reduced semantic graph and domain ontology</td>
</tr>
</tbody>
</table>

The proposed approach of summarization consists of the following two phases: *Topic identification using Structural Topic Modeling (STM), Clustering of Sentences under each Topic using Centroid Based Clustering and arranging the sentences under each topic using Lexical Ranking*. The rest of the paper is organized as follows. Section 3 describes different phases of text summarization. Section 4 suggests the discussions on the obtained values and Section 5 gives conclusions and directions for future work.

**Methodology:**

Most of the summarization mechanisms generate output in four stages; pre-processing, evaluations, information selection, output generation. The pre-processing stage involves removing meta-data, titles, figures from the original corpora for further analysis and the evaluation of information. The evaluation stage involves the analysis of datasets using machine learning algorithms to get the information required for the next steps.

In our previous work we used extractive method to integrate multiple documents and extracted relevant abstract using iterative elimination of matrix subsets and cosine similarity. We identified a method of integrating multi-document by retaining unique sentences from all the documents and removed repeated sentences using cosine similarity of different documents.

Sentences are reviewed and selected using sentence clustering algorithms in the information selection stage; the selected sentences are put together for output generation. The hypothesis of this paper is that a text summarization methodology using NLP techniques that provide optimized summary results regarding quality and scalability.

**Steps**

1. Tokenisation
2. Structural Topic Modeling
3. Centroid Based Clustering
4. Lexical Ranking

**Tokenisation:**

A token is “linguistically significant and methodically useful”[10]. Identifying the sentence boundaries and tokenizing them into a data frame makes manipulations easier. Sample data frame after pre-processing is shown in figure 1.
**Structural Topic Modeling:**

Topic modelling technique is applied to the integrated individual text document cluster to generate the cluster topics and terms belonging to each cluster topic.

Structural topic models are a recent innovation in the area of multi-document summarization that enables the summarizer to improve identification of latent semantics in unstructured text data using metadata that describes different properties of a text. The STM package of R Software allows exploring different topics on the given documents, estimating the uncertainty of each of the topic, and visualizing attributes of interest of each topic. Structural Topic Modeling uses LDA (Latent Dirichlet Allocation) method that automatically discovers topics that the sentences contain. Latent Dirichlet Allocation (LDA) [11] is a popular topic modelling technique which models text documents as mixtures of latent topics that identify key concepts presented in the text. A topic model is a probability distribution technique where each document is modelled as a combination of topics that also represents groups of words that tend to occur together. At this stage, frequent terms are generated from the collection of the integrated text document. For example, given these sentences and asked for two topics, LDA might produce results, for instance, is represented in Figure 2.

- Sentences 1 and 2: 100% Topic A
- Sentences 3 and 4: 100% Topic B
- Sentence 5: 60% Topic A, 40% Topic B
Clustering of Sentences based on topics: -
Clustering ensures that similar set of sentences having similar meaning or semantic are grouped together and logically represents a topic for effective summarization. The impact of clustering for summarization of large text collection is also demonstrated in this research paper. It is shown that summarization of topics using clustering gives better summarization performance as compared to the summarization without clustering.

Each topic is a distribution of words. Each document is a mixture of topics, and each word is drawn from those topics. Most often, while dealing with multiple documents, only the title is observed. The other contents might not be highlighted. Therefore, we use topic modelling to infer these hidden attributes. But mostly when topic modelling is done, the user has no idea how many topics are present. Therefore, the value of ‘k’ is randomly assigned. Therefore, to just extract only the high level concepts and main keywords from the text, we take only the top topics that are shown in Figure 3 and Figure 4.

Figure 3: Plotting the clusters of sentences based on the themes/ Topics

Top Topics

Figure 4: Topic Proportions
Centroid-based clustering groups the set of sentences under each topic. The iterative clustering ends when all the sentences are grouped under the topics whose centroid cohesion is greater than others. Topics that are having less centroid cohesion will be eliminated automatically that shows no sentences are grouped under that particular topic. Sample centroid cohesion is shown in the following section.

a. Sentence to centroid cohesion:
The centrality of a sentence is often defined regarding the centrality of the words that it contains. First, we compute the vector representing the centroid of the document, which is the arithmetic average over the corresponding coordinate values of all the sentences of the document; then we only extract the centroid sentence from each cluster. The centroid of a cluster is a pseudo-document which consists of words that have tf×idf scores above a predefined threshold. Sample centroid cohesion is shown in Figure 5.
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Figure 5: Selecting the central values from a given set of topics; Eliminating correlated themes.

After grouping the relevant sentences under each topic, a lexical ranking is applied on all the sentences to ensure the association between lexical units which have different relative values based on some shared underlying semantic property. Author [12] identified N-Gram based linguistic processing approach that predicts the preceding word knowing the previous content with the probability of a word sequence in a newspaper article. LexRank applies a heuristic post-processing step on the summarization that builds up a summary by adding sentences in rank order but discards any sentences that are too similar to ones already placed in the summary. The method used is called Cross-Sentence Information Subsumption (CSIS). The output of lexrank and summary is shown in Figure 6.
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Figure 6: Lexrank and Output summary.
Experimented Results and Discussion:
After summarization, we examined the retention rate of sentences with an effect of different compression rates and depicted in the following Figure 7. **There is no considerable difference observed. The Highest RR achieved is 84% and the lowest being 56%.**

![Depiction of Retention Rates Across various Compression rates](image1)

**Fig. 7:** the Retention rate of sentences in the summary

![Evaluation of the Topic model](image2)

**Figure 8:** Perplexity of topics

Perplexity showed in the above figure depicts how well the proposed model predicts expected number of topics. Improvement of the proposed model would be to evaluate the created summary from a global perspective. The algorithm currently facilitates the check of global cohesion only in the theme construction phase, where the topics are spread evenly in some clusters. This guarantees that the final summary will cover all the important issues.

Conclusion:
This paper presented document summarization technique using STM and clustering. It mainly works at the sentence level, focusing on the semantical relations between concepts. The presented technique is evaluated regarding scalability and various text summarization parameters namely; compression ratio, retention ratio. ROUGE and Pyramid score will also be measured in our future work. We also plan to investigate how to generate coherent temporally based event summaries. We will also investigate how users can effectively use multi-document summarization through interactive interfaces to browse and explore large document sets.
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