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In machine learning and pattern recognition the development of 

character recognition is an interesting area since 1970. There have 

been significant improvements in the research related to the 

recognition of printed as well as handwritten characters. 

Skeletonization is a crucial step in many digital image processing 

applications like palm recognition, medical imaging, fingerprint 

classification, etc. In the character recognition generally steps to be 

followed are preprocessing, segmentation, feature extraction, 

classification, and post-processing. There have been a number of 

methods and algorithm based on the skeletonization techniques is 

present in every step of character recognition process which is used to 

measure the parameters such as a number of connected components, 

skeletonization, thinning rate, and execution time, performance 

evaluation, etc. In this paper, different skeletonization algorithm for 

print as well as handwritten text in each step of character recognition 

is summarized and surveyed which algorithm is the best choice for the 

particular application and in future how this will be useful for the 

Devanagari character and digits recognition is best described in the 

paper. 
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Introduction:- 
The modern world has become more automated day by day, this automation makes our work easier, faster and 

efficient. Handwritten character recognition is the process of recognizing given characters from the large set of 

characters. OCR system mainly focuses on the recognition of printed or handwritten characters of a scanned images. 

Since the introduction of digital computer  machine simulation of human reading has become a genuine evolutionary 

research [1]. The proficiency of any character recognition technique is specifically relied on the precision of the 

generated features that could exceptionally represent a character and consequently a recognition of it. Actual 

recognition in any OCR implementation consists of several preprocessing steps which are followed by actual 

recognition [2]. 

 

Optical character recognition (OCR) has been the most challenging and interesting areas from many years to the 

researchers. The system which can interpret and detect the text efficiently from the documents is called as optical 

character recognition system. OCR system has lots of practical and commercial applications like reading cheques in 

banks, reading envelopes, Job application form, other manuscripts in post offices, libraries, publication houses, [3,4] 

etc. Recognition task is difficult because of the differences in the character font types, sizes, noise in the image, etc. 
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A broad research is going on in this field since few decades; handwritten character recognition is at the beginning 

stage in the Indian context [5].A character recognition, classification is as shown in figure 1. 

 
Figure 1:- Classification of Character recognition. 

 

The procedure of reading the text components from such documents is divided into three steps: 

1.  Extracting the text contents or text paragraphs from the image of the document. 

2. Segmentation of the lines, word, and characters from the text paragraphs. 

3. Recognition of the individual's segmented characters. 

 

In figure 2 showing the general steps followed by optical and handwritten character recognition. 

 

Figure 2:- General steps in printed and handwritten character recognition 

 

From the connected character pattern to get a single order pixel skeletons is noted as skeletonization process, the 

process will be helpful in removal of irregularities in letters which makes the algorithm for the recognition simpler 

because the operation is done on character stroke of one pixel width also reduces memory required for storing and 

processing the input characters which definitely reduces processing time. 

 

The need of the skeletonization algorithm in the real world is due to following reasons [6]: 

a) The amount of processing data is reduced. 
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b) Processing time is reduced. 

c) Extraction of critical features such as endpoints, junction points, and connection among the components. 

d) In pattern recognition, vectorization algorithms tasks also require skeleton image as an input. 

e) On a line with a pattern, shape analysis can be easily done. 

 

The skeletonization process is an important step in preprocessing for the printed & handwritten document images. If 

the resulted skeleton is accurate, it eliminates a lot of errors in the later character recognition stage. The main 

challenges in thinning character images are to preserve the original shape after the characters thinning algorithm [7]. 

Author [8] proposed the algorithm to avoid shape distortion by detecting the ambiguous regions and avoiding the 

identification of medial axis points within these regions. The resultant skeleton maintains the pixel connectivity and 

is very close to the medial axis.by the iterative thinning process a better skeleton shape we obtained [9].  

 

In preprocessing stage skeletonization is used for the several applications such as, script identification [10], optical 

character recognition OCR [11]. Writer identification [12,13], etc. 

 

Three major skeletonization techniques are as follows: 

1. Distance transformation 

2. Voronoi diagram 

3. Thinning 

 

Skeletonization having the two main approaches; iterative and non-iterative [14]. As researches about both skeleton 

processing and adaptive binarization reach the final, conclusive state it became clear that the two preprocessing steps 

could be improved not only as separate entities but also as interacting stages of the document‘s image preparation 

[15]. For the later character recognition stage. The visual system in our brain can recognize printed characters and 

handwritten characters easily, robustly, and precisely. If the skeleton of a character is represented as a graph, the 

features can be more easily extracted [16]. 

 

For shape representation, skeletonization is a global space domain technique [17,18], which is the most useful and 

important factor in Indian scripts. A large amount of literature is available for the recognition based on 

skeletonization in English, Arabic, and other scripts; relatively less work has been reported for the recognition of 

Indian languages. Reasons for this slow development is due to the cursive shape of Indian scripts, and also the large 

set of different patterns that exist in these languages, as opposed to English [19]. 

 

Studying the various research works has provided us with a clear insight into what the work entails, the various 

techniques and the subsequent complications involved. This study was conducted to review and examine the 

approach as extraction and classification based on the skeletonization process with a graphical approach for getting a 

better result [20]. 

 

This paper is organized into four sections the first section describes the introduction of the skeletonization algorithm, 

in Section II deals with the work related to Character recognition based on a skeletonization process for printed 

characters, while Section III discusses the skeletonization based recognition of handwritten Characters, Section IV 

reports some observations and the comparison is made for the Devanagari characters. The paper is concluded in the 

last section. A comprehensive bibliography of references is provided for a prospective reader. The reference 

includes the most relevant papers recently published as well as other papers which give a comprehensive outline of 

the developments in the research field of character recognition. 

 

Recognition of printed Characters:- 

From the set of learning characters and their properties, the optical character recognition for the printed characters 

relies on to compare from the scanned image file to the characters in the learned set. From the scan text, image 

document for the text recognition of the characters we have to go with different steps with the applications  

 

In OCR, characters get recognized by pattern matching. In the case of character recognition system, especially 

Devanagari character recognition is more complicated as it is having multiple loops, conjuncts, upper and lower 

modifiers and the number of disconnected and multi-store characters [21]. 
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Pre-Processing:- 

As a preprocessing step, skeletonization of the character is performed using an iterative thinning algorithm based on 

Raster scan of the character image. In [22] a combination of structural features of the character like a number of 

endpoints, loops, and intersection points is calculated. Further, the thinned character image is statistically zoned into 

partitions, and a quadratic curve-fitting model is applied on each partition forming a feature vector of the 

coefficients of the optimally fitted curve. This vector is combined with the spatial distribution of the foreground 

pixels for each zone and hence script-independent feature representation. The approach has been evaluated 

experimentally on Devanagari scripts. The algorithm achieves an average recognition accuracy of 93.4%. [23] 

 

A new skeletonization algorithm is proposed in this article. The algorithm is combined between parallel and 

sequential which categorized under the iterative approach [24] Iterative techniques, the Peeling contour process 

iteratively parallels or sequentially; in a parallel way, the whole unwanted pixels are erased after identifying the 

whole wanted pixels Whereas in sequential techniques; the unwanted pixels are removed in the identifying the 

desired pixels in each iteration. In a non-iterative approach, the skeleton is extracted directly without examining 

each pixel individually, but these techniques are difficult to implement and slow as well [25]. The algorithm for 

thinning has been extensively tested on several Devanagari script characters [26]. 

 

To achieve the skeletonization in the pre-processing [27] following the steps: 

1. Mark the start and end points. 

2. Allocate deletable pixels. 

3. Delete pixels that marked as deletable pixels. 

4. Iteration 

5. Detection of discontinuity and recovery 

6. Unnecessary pixel removal 

 

Recover pixels in an image of the finest, reliable skeleton of the image are produced in a very effective and in a 

simple manner. 

 

Segmentation/ Skeletonization:- 

After the preprocessing step either we can go for segmentation or the separate thinning algorithm is to be carried out 

to refine some pixels or reconstruction of the original shape. The pattern recognition algorithm while maintaining 

the configuration of the pixels and the topology of the image. Character recognition is a major research area that 

utilizes thinning to expedite the extraction of critical structural features of a character. Another crucial aspect of 

thinning is that the output should be located approximately to the medial axis of the character stroke. 

 

The strokes of a character may consist of two regions, i.e., singular and regular regions. The intersections and 

junctions of the strokes belong to the singular region, while the straight and smooth parts of the strokes are 

categorized by regular region [28]. 

 

All traditional skeletonization algorithms are based on the symmetry analysis technique. [29] Skeleton has been 

defined in various ways in the different kinds of literature. All kinds of definitions result in a variety of 

skeletonization algorithms as well. However, it is generally agreed that a good skeleton should have some good 

properties [30]. 

 

Skeleton obtained from the character image from the thinning methods [6], has a wide range of applications for 

classification and shape analysis. Spurious stokes removal in the thinning process is a difficult problem, so [31] 

suggest contour based thinning method on the noisy isolated character image where skeleton gets segmented into 

strokes of the vector form. Which apply to the printed text and get better results compared with other thinning 

algorithms [32]. Skeletonization and thinning process broadly classified into two groups: raster scan-based and 

medial axis based [12]. [33] Proposed a parallel thinning algorithm which preserves connectivity and produces a 

skeleton of one-pixel thickness. 

 

The skeleton of the cursive character shape is mathematically derived from its contour [34] [35]. In image 

processing, skeletonization has the wide variety of applications [36]. Digital skeletons, generated by thinning 

algorithms, are often used to represent objects in a binary digital image for shape analysis and classification, the 

skeleton is defined as a set of thin lines, arcs, and curves [37]. 
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The contribution of [38] method is that it does not consider all pixels equally for performing character thinning. It is 

based on the substitution of pixels of strokes or curves which are the most valuable parts for character recognition, 

for boundary pixel removal and handling corners or junction points. There will be an indirect skeletonization method 

to reduce human perceptions artifacts. The method is based on analyzing regularities and singularities of shapes. A 

shape is first partitioned into a set of triangles using the constrained Delaunay triangulation technique. Then, regular 

and singular regions of the shape are identified from the partitioning. Finally, singular regions are stabilized to 

produce a better result. Experiments show that skeletons obtained from the proposed method closely resemble 

human perceptions of the underlying shapes [29,39]. 

 

Some algorithms suffer from these traditional problems such as the one-pixel width of the skeleton and skeleton 

connectivity as well. Distortion in the topology of shape skeleton is a serious problem in the thinning application 

[40]. Whereas, several techniques are failing to preserve the shape topology [41]. Spurious tails and rotating the text 

shape is another serious problem and most thinning methods are failing [42]. 

 

An essential challenge for computing the primary skeleton is that it is difficult to decide the symmetric pairs from 

the boundaries of the character strokes in both continuous and discrete domains [28]. The time consumed in the 

skeleton extraction step may be ignored compared with the contour detection. Therefore, the implementation of the 

proposed algorithm is expected to be easy, direct and fast [43]. 

 

Feature Extraction:- 

Extracting several features from document text such as a horizontal line, vertical line, right slant line, left slant line, 

curve and holes from the skeleton image projection can be used as a feature extraction technique [44], wherein the 

direction of projection can be the horizontal axis, vertical axis, the diagonal axis or a combination of all three [45]. 

The features that can be extracted from a grayscale image can be classified into two categories: structural features 

and frequency features. The structural features include direction features, skeleton feature, topological feature, etc. 

Frequency features are very effective for the recognition of low-resolution gray characters such as Fourier transform 

and wavelet transform [46,47]. 

 

An important aspect of image analysis is feature extraction prior to the classification. Certain characteristics are used 

to describe a character; these characters contain a large volume of data in the form of pixel intensity values [30]. The 

data or the sets of the characters collected would generate huge amounts of data which might vastly be redundant 

and repetitive. Reducing the amount of information and being able to identify the information involves the use of the 

characteristic features of individual data, to be more precise, a feature vector [48]. Identifying these features 

involves several feature extraction techniques. The techniques used and the features to be extracted should be 

carefully chosen to extract the relevant information required for the subsequent steps of identifying the characters 

using several algorithms [49]. 

 

Article [50] proposes a model of an efficient feature set extraction technique using statistical and structural features 

of the text image for the script-independent character recognition (tested on English and Urdu also). Results 

generated by the experiments on the tested images conform to the greater level of efficiency with respect to the size 

of the feature set, the techniques used and the features to be extracted should be carefully chosen to extract the 

relevant information required for the subsequent steps of identifying the characters using several algorithms. 

 

Chain code histogram features are extracted from contour points by chain coding of the scaled character bitmapped 

image and moment-based features are extracted from scaled, thinned one-pixel wide skeleton of the character image. 

Two kinds of eigenvectors, namely wavelet energy feature and wavelet energy proportion feature were used by [51] 

In their work, they used features like aspect ratio, end points, junction, loop, contour direction, moment feature 

vector [52]. Shadow features of a character were extracted by [53].The Shadow is basically the length of the 

projection on the sides.  

 

From the survey, we observed the errors in extracting the features for printed Devanagari characters because of 

incorrect character segmentation of touching or broken characters and due to the upper and lower modifiers of 

Devanagari text, [1] skeletal features tended to give the better features or a technique which gives the strong result in 

the printed Devanagari character recognition. 
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Classification:-  

The character image can be expressed in the form of a vector of smallest length, which is called a feature vector. For 

recognition of many variations in the font sizes of the same character, features that are invariant to certain change on 

the characters need to be used. The segmentation of individual characters can itself provides estimates [54] of size 

and location, but the feature extraction method may often provide more accurate estimates. According to the features 

of each character, it gets divided into different classes [55]. 

 

The total number of nodes in the tree is computed and the features are computed for each node that is visited and 

then, based on these computations the characters are classified and recognized [56]. 

 

A fair comparison of classifiers is difficult because of many classifiers, especially neural networks, are flexible in 

implementation and their performance is affected by human factors [3]. In the character recognition field, the 

comparison of methods is more difficult because many processing steps (pre-processing, feature extraction, 

classification) are involved. Even on experiments using the same training and test data, researchers often compare 

the performance at the system level: the final recognition rate by integrating all techniques. It is hard to decide what 

method at which step is the most influential [57]. 

 

Many techniques [58], e.g., nonlinear normalization and direction feature extraction, are variable in implementation 

details. Hence, we suggest opening source codes of standard techniques for every processing step of character 

recognition, such that researchers can fairly compare the methods of a special step. For benchmarking classification 

methods, we can alternatively release standard feature data other than image data. 

Recognition:- 

In recognition of character it is compared with the stored database if features get a match then that character gets 

recognized. Devanagari character recognition to classify an unknown character into one of the known classes of 

character involves extraction of features by some definable characteristics [59,60]. 

 

Recognition of characters from hypothesized strokes has been accomplished by [61] The hypothesized strokes are 

subjected to a proximity analysis. This returns a set of strokes which comprise a character. A one-dimensional 

discrete multiwavelet transform has been applied to a previously extracted contour of the character. Invariant 

moments and Zernike moments that have been progressively used in pattern recognition were used to extract 

features of printed Kannada characters by [62]. 

 

In the recognition stage only we can decide which features or classifiers is better for the language detection or 

extraction accuracy. 

 

Recognition of Handwritten Characters:- 

Since writing styles of people vary, it has becomes practically difficult for the computer to recognize the 

handwritten characters. The several factors influence the recognition rate like poor quality of the 

character/document, the typical writing style of different writers, similar shape characters etc. that makes the feature 

extraction process tedious [63]. To fulfill this task, handwritten character recognition comes into the picture. 

 

Pre-Processing:- 

Major research works carried out in pre-processing techniques, applied on character images of the skeletonization 

process for handwritten characters are discussed in this section. In pre-processing, one normally performs 

thresholding (binarization), size, normalization, morphological, skeletonizing (thinning), skew correction and slant 

normalization. In the case of isolated handwritten character images, if the samples are collected in separate boxes 

provided for writing, the skew and slant variations present are limited to a tolerable range. In such cases, skew 

correction and slant normalization are not relevant. So only the foremost pre-processing operations, namely 

thresholding, size normalization and thinning are reviewed in this instance because of its central role in pre-

processing of data images, the design of thinning or skeletonization algorithms has been a very active research area 

since its inception. Thinning procedure transforms digital binary patterns into connected skeletons of unit width. 

Many of the handwritten character recognition works reported are based on thinned characters [64-75]. Integrated 

Circuits have also been designed for this purpose [76]. 

 

One of the experiments on thinning of character patterns was conducted by [77]. In his work, an averaging operation 

over a square window with a high threshold is used for thinning the input image. Kirsch et al., [78] proposes a 
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cluster operation to obtain a thin line representation of character patterns. There are two basic approaches for 

thinning a digital pattern:  iterative boundary removal and distance transformation the former method is widely used 

for handwritten character images since it removes boundary pixels of a connected component that neither preserve 

the connectivity of the pattern nor represent any of its significant geometrical features. Two basic implementation 

techniques have been used for this operation.  One is the sequential approach, in which pixels are examined and 

transformed depending on the previously processed results. The other is a parallel algorithm, which operates on all 

pixels simultaneously [79]. 

 

In the work [80] have proposed a novel rule-based algorithm for thinning. The important characteristic of this 

algorithm is that it thins symbols to their central lines. So, the shape of the symbol is preserved and it is rotation 

invariant in nature. Results by [81] of thinning performed on English, Chinese and Arabic characters and different 

geometrical shapes disclose that this algorithm is very efficient in preserving the topology of symbols and letters 

written in any language. 

 

In summary, the research findings reported so far on pre-processing techniques are good enough to deal with the 

printed or neatly written document images. The invention of effective and robust application-specific pre-processing 

techniques, capable of handling degraded and unconstrained handwritten document images, is to be seriously 

addressed. 

 

Segmentation/Skeletonization:- 

Skeleton-based features work on the word and characters of the skeleton image which is obtained by thinning the 

binary raster representation of the word image or character image [83]. GSC features were first proposed by [82] and 

were designed to work with the binarized images. A bounding box is placed around the image and the features are 

computed. The feature maps are sampled by placing a 4×4 grid on the maps. The features themselves are computed 

independently of this sampling grid. The GSC features approximate a multi-resolution approach by being generated 

at three ranges: local, intermediate and global. The gradient features detect local features of the image and provide a 

great deal of information about the stroke shape within a short neighborhood [84]. 

 

To improve the sequential thinning procedure an optimized homeotropic transformation of the structural elements. 

[15] Producing less coarse skeleton lines with a reduced number of thinning cycles.  

 

The skeleton of a character embodies the basic shape information which is, in a sense, font independent. Extracting 

high-quality skeleton for skeleton matching and topological analysis is, therefore, an ideal method for character 

recognition, whereas in practice it remains a dream of many technicians, because of its subjective character and hard 

to avoid deformations. Plenty of reports about this research in past years can be found [85]. 

 

Feature Extraction:- 

Preprocessing and Feature Extraction is very important steps in automatic cursive handwritten word recognition. 

Three different feature extraction methods are presented, the Sliding Window with Local feature extraction method 

uses only the original image and the baseline information, without any others preprocessing. We achieved 

recognition rates of up to 89% on word level using the skeleton based method for baseline estimation and skeleton 

direction features. [86] 

 

Although, many pieces of work have been done for the recognition of printed characters in Indian languages, only a 

few attempts have been made towards the recognition of handwritten characters [87-89] have presented a 

Devanagari numeral recognition system in which the presence or absence of four basic primitives, namely, 

horizontal and vertical line segments, right and left slant, and their interconnections are used for the recognition with 

a decision tree. 

 

Legendre moments for handwritten Arabic numerals provide informative feature extraction in this work. Feature 

extraction was performed by Fourier-modified direct Mellin transforms (FMDMT) and Zernike moments by [90] to 

make the pattern translation scale, and rotation invariant. Rotation invariant is obtained by Zernike moments which 

are the mapping of the image into a set of complex orthogonal polynomials. In the work on script identification in 

Indian documents [91], the feature extractor comprises two stages.  In the first stage, the document image is dilated 

using 3x3 masks in horizontal, vertical, right, diagonal, and left diagonal directions.  In the next stage, average pixel 

distribution is found in these resulting images. 
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The extracted character features used in the self-organization matching are center loci, orientation, and major axes of 

ellipses which fit the inked area of the patterns. Simulations provide encouraging results using the proposed method 

[92]. 

 

The Centralized moments technique was used for feature extraction wherein a set of seven moment invariant 

features of the characters is extracted after the segmentation stage for each segmented character [93]. The features 

such as curvature and slope of the stroke, axis ratio, endpoint sequence, etc., which uniquely represent the stroke, 

can be used for the identification of handwritten characters [94]. The recognition system developed with these 

features was independent of the language. 

 

The characters feature extraction has the number of techniques accordingly many features can be extracted to form 

the feature vector. From the skeleton of the image as listed in [95,96]. 

 

Classification:- 

Classification stage is to recognize characters or words. After features that represent the raw input data are extracted, 

classification stage should use the data to recognize the feature class based on the properties of the features. There 

are many techniques available in features. There are many techniques, many techniques available in the 

classification method that can be applied in the handwritten character recognition process. The classification method 

can have traced from template matching, statistical approach, syntactic, and Neural Network [98]. 

 

A decision tree is to employ for the analysis of hand printed Devanagari characters or Numerals use a distinct MLP 

classifier, each classifier either classifies or rejects an input numeral at a coarser resolution level [97]. 

 

Classification is done prior to recognition where the handwritten Devanagari characters are classified into three 

major categories, namely end-bar characters, middle-bar characters and characters and characters without any bar 

based on the presence of a vertical bar. The recognition of handwritten characters in is based on the modified 

exponential membership function fitted to the fuzzy sets derived from the features of the characters. A Reuse Policy 

policies are also utilized to improve the speed of the learning process 

 

Recognition:- 

In a recent research work [99], proposed a new edge adaptive algorithm for zooming digital images. In their work, 

the character image is binarized and the height and width of the character pattern found out. The original grayscale 

image is then cropped into the minimum rectangle enclosing the character curve have the transformation and 

Bilinear Interpolation algorithm [100]. All the above studies indicate that size normalization of handwritten 

character images simplifies and enhances the performance of recognition systems. 

 

The system shown in figure 3 recognizes isolated handwritten character patterns. The character patterns are written 

within formatted boxes to simplify the segmentation. Grammar rules of the addresses are incorporated into the 

recognition process to improve the accuracy and reduce the search, characters which can be classified.  
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Figure 3:- Recognition Steps/Process. 

 

Observation and Results:- 
In the development, optical character recognition here reviewed the introductory concepts and stages to identify 

input characters in the image correctly being analyzed many automated process systems [101]. Variations in the 

skeleton based algorithms, the choice of algorithm for an application has turned out to be exceptionally troublesome, 

and a researcher in this area is often confronted which algorithm to be used. For this reason, we observed and 

compare the performance of different skeletonization algorithms and to examine the effects based on real-life data. 

Best suited algorithm having the significance and representation of the different mode operation of skeletonization 

Method [102]. 

 

From the study [103] Observed that the skeletonization system has the following features. 

a) Symmetries analysis as an origin a skeleton point directly can be computed with the detection of the contour 

line, instead of indirect computing of an inscribed circle or symmetric triangle which having the immediate and 

straightforward approach. In addition to this, its computation cost is also relatively low. 

b) Skeleton obtained by the prevailing algorithms marginally deviates from the center. In a mathematical sense, 

the mined skeleton is placed inside the underlying strokes. 

c) Character stroke obtained using wavelet-based amendment processing to retain the sufficient information of 

original characters to get the skeleton in the singular region. 

d) A few techniques can process a shape with holes and various shapes, which is applicable for the binary and gray 

level images. The problem occurs in automatically selecting the scale of the wavelet to transform according to 

the width of the character strokes. 

How to choose the denoising threshold are currently under investigation. [28]   

 

We observed that Skeletonization is a having a huge stride in many image processing applications for few decades. 

Skeletonization of digitized images is needed due to reasons described in [104]. 
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The Effective skeletonization algorithm reduces the image into the thin like objects which will also retain the 

topological and geometric properties. However, a good skeletonization algorithm must have the following features 

[18]. 

1. The resulting skeletons should maintain connectivity.  

2. The resulting skeletons should be of a unit pixel width. 

3. No excessive deletion of pixels should take place. 

4. It should perform better in terms of execution time. 

5. It should ideally compress the data. 

 

The process of skeletonization is an important step in preprocessing printed & handwritten documents‘ images. If 

the resulted skeleton is accurate, it eliminates a lot of errors in the later character recognition stage. Pros and cons of 

the different skeletonization algorithm are shown in Table 1. 

 

Table 1:- Advantages and disadnatages of different skeletonization algorithm. 

Sr. No. Advantages / Disadvantages Methods 

1. Advantage: 

a. Parallel speed is superior. 

b. Produces very thin medial curves. 

Disadvantage: 

Produces noisy branches in the skeleton 

Guo Z et.al. 

[105] 

2. Advantage: 

a. Preserves connectivity 

b. Contour noise immunity. 

c. Efficient in terms of execution time. 

Disadvantage: 

The resulting skeletons are not of unitary thickness 

Zhang T et. al. 

[106] 

3. Advantage: 

a. Fast 

b. Reliable 

c. High immunity to boundary noise. 

Disadvantage: 
 It takes more computation time. 

Zhou R et.al. 

[107] 

4. Advantage:  

a. Effective 

b. Fast 

c. Can thin any symbol in any language, irrespective of the direction of rotation. 

Disadvantage: 

Unable to thin two-pixel width lines. 

Ahmed M et.al. 

[108] 

5. Advantage:  

a. No excessive erosion 

b. Produce thin skeletons. 

Disadvantage: 

Ran 18% slower than A-W algorithm, more execution time. 

Rockett P et.al.   

[109] 

6. Advantage:  

a. Z-S algorithm preserves connectivity of the skeletons. 

b. Shows better results in Noise sensitivity measurements. 

Disadvantage: 

Thinning rate i.e. Calculated is not good for vectorization of roads. 

Tarabek P et.al. 

[110] 

7. Advantage:  

a. Preserve the connectivity  

b. Produce thin skeletons. 

Disadvantage: 

Edge based iterative thinning algorithm is time taken as  

compared to optimized thinning algorithm. 

 

Padole G et.al. 

[111] 
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8. Advantage:  

a. It produces a unit-pixel-wide skeleton. 

b. Better connectivity in output skeletons. 

Disadvantage: 
As K3M is iterative thinning algorithm, so it requires much more computing 

power than other algorithms. 

Saeed K. et. al. 

[25] 

9. Advantage: Performance is high in terms of execution time. 

Disadvantage: Topology problem. Cannot preserve shape sometimes. 

Abu-Ain W. 

et.al. [6] 

10. Advantage: 

a. Skeletons are perfectly 8-connected 

b. Does not result in excessive erosion 

c. Produces more quality images 

Disadvantage: Not efficient in terms of execution time. 

Jagna A et.al. 

[112] 

11. Advantage:  

a. One-pixel wide skeleton 

b. No excessive erosion. 

Disadvantage: 

Requires a number of iterations. 

Kwon J. et.al. 

[113] 

 

Comparison of the skeletonization techniques according to an approximation for the true skeleton compiled with 

topological and geometrical (translation, rotation, and scaling) is shown in Table 2. 

 

Table 2:- Comparison of skeletonization techniques. 

Topological Geometrical Methods 

No Yes Distance transform 

Yes Yes Voronoi-skeleton 

Yes No Thinning 

 

For Devanagari Characters or words or Numerals, some good results studied from different papers which having the 

skeletonization process or step is shown in Table 3 

 

Table 3:- Survey of Devnagari characters /words/Numerals recognition techniques 

Sr.No. Method Feature Classifier Dataset Accuracy (in %) 

1. Sharma et.al [114] Chain code Quadratic 11,270 80.36 

2. Deshpande et.al. [115]  Chain code RE & MED 5,000 82 

3. Govindraju et.al. [116] Gradient NN 4506 84 

4. Arora et.al. [117] Structural FFNN 50,000 89.12 

5. Bajaj et.al. [118] Density moment 

& Descriptive 

Multiclassifier 

connectionist 

Not 

Specified 

89.68 

6. Hanmandlu et.al. [119] Vector Distance Fuzzy sets 4750 90.65 

7. Arora et.al. [120] Shadow &CH MLP & MED 7154 90.74 

8. Kumar et.al. [121] Gradient SVM 25,000 94.1 

9. Pal et.al. [122] Gradient & 

Gaussian Filter 

Quadratic 36,172 94.24 

10. Pal et.al. [123] Gradient SVM &MODF 36,172 95.13 

11. Mahesh et.al. [124] CGNL SVM 36,172 96.03 

12. Shushma et.al. [125] Wavelet 

Transform 

NN Not 

Specified 

96.23 

14. Sharma et. al. [126] Chain code Quadratic 22,556 98.86 

15. Pal et. al. [127] Gradient MQDF 23,340 98.41 

16. Bhattacharya and 

Chaudhuri et. al.[128] 

Wavelet MLP 22.556 99.27 

 

In summary, the research findings reported so far on pre-processing techniques are good enough to deal with the 

printed or neatly written document images. The invention of effective and robust application-specific pre-processing 
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techniques, capable of handling degraded and unconstrained handwritten document images, is to be seriously 

addressed. 

 

Conclusion and future work:- 
In this Paper, a recent study on character recognition based on skeletonization techniques or process for the printed 

as well as for the handwritten characters. We concluded the point that skeletonization method would better choice to 

reduce the processing or recognition time, Research work published for the printed and handwritten characters is 

well described and the best suitable method for the Devanagari character recognition is explained in the paper. We 

can also develop character classification method using a similar skeleton graph for the similar character in printed 

while in handwritten that may be different how they are extracted is also explained. 

 

This paper shows the performance comparison table of a different technique that was proposed for the text detection 

and extraction of the characters from an image. There having several approaches which have their own pros and 

cons, apart from this there will be several methods for the skeletonization process, no single specified method that 

fits for all the applications. 

 

In future studies, we can implement some new algorithm for the Devanagari characters by the study of this skeletal 

feature a better recognition performance can be obtained. Text extraction from an image with  better accuracy within 

the short time for the regional language is the main motive. 
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