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Deep networks are already applied successfully to unsupervised feature 

learning for single modalities (e.g., text, images or audio). At First, 

rapid progress carried out in object detection has identified models that 

efficiently identify and label multiple regions of an image. Secondly, 

recent advances in image captioning have expanded the complexity of 

the label space from a permanent set of categories to sequence of words 

able to express significantly richer concepts. Here, we propose a unique 

application of deep networks to learn features over multiple modalities 

(image to text) i.e. image captioning. In this model of image captioning, 
Convolutional Neural Networks is applied to multiple regions of 

images followed by bidirectional Recurrent Neural Networks applied to 

sentences. Thus, the two sub-networks, CNN and RNN interact with 

each other in a multimodal layer to form the entire m-RNN model.This 

model is capable of learning long-term interactions. This arises from 

using a repeated visual memory that learns to reconstruct the visual 

features as new words are read or generated. 
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Introduction:- 
Practically, image captions describe not only the objects but also image and their relationships. For humans even a 

glance at a picture is enough to indicate and describe large amount of details regarding visual scene[1]. However, 
this unique capability of humans has proved to be difficult to recognize our visual recognition models. The majority 

of previous work in visual recognition deals with labelling pictures with a set of visual classes and vast progress has 

been achieved in these areas[2,3].While vocabularies of visual ideas represent a suitable modeling assumption, they 

are extremely restrictive compared to the huge amount of descriptions that humans will compose. 

 

Some brilliant approaches that address the question of generating image representation have been developed [4,5]. 

However,these models mostly depend on visual ideasand sentence templates, which urge limits on their selection. 

The backbone of these works has been on reducing complex visual scenes into one sentence, which comes under 

dense captioning. 

 

In this work, we attempt towards the goal of generating dense descriptions of pictures (Figure 1). The main 

challenge regarding this goal is in the design of a model that is sufficient enough to reason about the contents of 
images and their description in natural language concurrently. Additionally, the model should be independent of 
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assumptions concerning specific hard-coded templates, rules or categories and in lieu depends on learning from the 

instructions. The second, real challenge is that datasets of image captions isaccessible in vast quantities on the 

net[6,7,8] but these descriptions multiplex mentions of manyentities whose locations in the picturesareunknown. 

 

Our core insight is that we will grasp these enormous image-sentence datasets by treating the sentences as weak 

labels, in which adjacent segments of words correspond to somespecific, but unknown location in the image. Our 
approach is to conclude these alignments and use them to learn a related model of descriptions. Thus, our 

contributions are two fold: 

 

Deep neural network model usually conclude the hidden alignment between segments of sentences and the region of 

the image that they relate. The two modalities are related through a typical, multimodal embedding space and a 

structured objective. We certify the effectiveness of this approach on image-sentence renewal experiments in that we 

tend to be superior the progressive approaches. 

 

Multimodal Recurrent Neural Network model is introduced that takes input image and outputs its description in text. 

In this way the generated sentences significantly exceed retrieval based mostly baselines, and produce smart 

qualitative predictions.Thus train the model on the inferred results and appraise its performance on a new dataset of 

region-level annotations. 

 

Model Architecture:- 
Overview The ultimate goal of our model is to generate image captions. During training, the input to our model is a 

set of images and outputs their corresponding sentence descriptions. (Fig 2) This model aligns sentence snippets to 

the visual regions in such a way that they describe through a multimodal embedding. We then treat these 

correspondences as trainingknowledge for a second, multimodal Recurrent Neural Network model is a model that 
learns to generate the brief extract. 

 

Learning to align visual and language data:- 
The alignment model assumes an input dataset of pictures and their corresponding sentence descriptions. It means 

that sentences written by people build frequent references to somespecific, but unknown location in the image. We 

would prefer to infer these latent correspondences, with the eventual goal of later learning to generate these captions 

from image regions. The approach of Karpathy et al [9],is basically to ground dependency tree relations to image 
regions with a ranking objective. Our contribution is within the use of bidirectional recurrent neural network to 

compute word representations in the sentence, and get rid of the need to compute dependency trees and permitting 

unbounded interactions of words and their context within the sentence. We simplify their objective and show that 

each modifications improve ranking performance. 

 

 
Fig. 1:- Image Captioning architecture flow 

 

At first we describe neural networks that map words and image regions into a common, multimodal embedding. 

Then we introduce our unique objective, which learns the embedding representations therefore semantically similar 

ideas across the two modalities occupy near regions of the area. 
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Representing images:- 
From the prior work [4,9] we observe that sentence descriptions build frequent references to objects and their 

attributes. Thus, we follow the methodology of Girshick et al. [10]to detect objects in each picture with a Region 

Convolutional Neural Network (RCNN). The CNN is pre-instructand fine-tuned on the 200 categories of the 

ImageNet Detection Challenge [2]CNN operates over volumes. All of these layers are going to take volumes of 

activation and they are going to produce volumes of activations. Volumes include spatial dimensions of width, 
height, and depth that will maintain through the computation. Here depth is not to be confused with depth of a 

network. This is just depth of the 3 dimension of a volume. Convolution layer is the building block of a convolution 

network. The convolution works by receiving some input volume[11] that goes into the layer and then we have all 

these filters in a convolution network. We have the filters to convolute it over this input volume. Thus we slide filter 

spatially through all spatial locations of this input volume and are going to compute dot products along the way 

 

In (WTX+b)suppose W is the filter and we are sliding them through spatially input volume and along the way as we 

are sliding this filter through we are competing WTX +b. Here, X is a small piece of input volume.Now as we are 

sliding this filter through this volume spatially,we will end up with carving out an entire activation map of 

activations of responses of that filter in every single spatial position.Here stride refers how much we shift our filter 

at a time. 

Output size:(N-F)/stride +1  
Following Karpathy et al. [9] we use the prime 19 detected locations additionally to the total image and determine 

the representations supported the pixels Ibwith in every bounding box as follows: 

 

v = Wm[CNNθc (Ib)]+ bm(1) 

 

where CNN(Ib) transforms the pixels within bounding box Ib into 4096-dimensional activations of the absolutely 

connected layer just before the classifier. The CNN parameters θccontain approximately 60 million parameters. The 

matrixWm has size h×4096, where h is the size of the multimodal embedding area (h ranges from 1000-1600 in our 

experiments). Every image is so diagrammatic as a set of h-dimensional vectors {vi | i = 1……20}. 

When we perform convolution neural network operations we won’t shrink the volume size spatially, so we are 

preserving the spatial size. The reduction of the spatial size will we handled by pooling layer. Pooling layers take 
your input volume and they just squish and compress it spatially by doing a down sampling operation. This down 

sampling operation happens on every single activation map independently. We can perform max pooling or average 

pooling to shrink the size of activation map. In pooling  layer ,we accept a volume of activation W1×H1×D1.We 

produce a volume of activations W2×H2×D2.Here we need to known the filter size and which stride to go as well. 

Here we are not changing the depth of the volume. 

 

Representing sentences:- 
The intermodal relationships can be established by representing the words within the sentence in the same h-

dimensional embedding space as the image regions has taken. The simplest approach may be to project every 

individual word directly into this h-dimensional embedding. However, this approach does not think about any 

ordering and word context data in the sentence. An extension to this plan is to use word bigrams, or dependency tree 

relations as proposed [9]. However, this still imposes an unpredictable max size of the context window and needs 
the use of Dependency Tree Parsers which may be prepare on unrelated text corpora. Toaddress these relevant 

issues, we propose to use abidirectional Recurrent Neural Network (BRNN) [12] to calculate the word description. 

The BRNN takes a sequence of N words (encoded in a 1-of-k representation) and transforms all into an h-

dimensional vector. However, the representation of every word is improved by a variably-sized context surrounding 

that word. Using the index t = 1 …N to denote the position of a word in a sentence, the precise form of the BRNN is 

as follows: 

 

xt = Ww П t(2) 

 

et = f(Wext + be)(3)   

 
ht

f = f(et +Wfht-1
f + bf )(4) 

 

hb
t= f(et +Wbh

b
t+1 + bb)(5) 
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st = f(Wd(h
f
t + hb

t) + bd)(6) 

 

Here, Пt is an indicator column vector that has a single one at the index of the t-th word in a very word stock. The 

weights Ww specify a word embedding matrix which can be initialized with 300-dimensional word2vec [13] weights 

and keep stable due to overfittingconsiderations. However, in practice we notice very little amendment in final 

presentation once these vectors are instruct, even from random initialization. Note that the BRNN consists of two 
free streams of process, one moving left to right (ht

f) and the other right to left (ht
b). The final h-dimensional 

representation stfor the t-th word could be a task of both the word at that location and near its close condition within 

the sentence. Thus, every st is a function of all words within the entire sentence, but our actual finding is that the 

final word representations (st) align most powerfully to the visual concept of the word at that location (Пt). We 

experience the parameters Wf,Wb,Wd and the respective biases be,bf,bb,bd. The actual size of the unrevealed 

representation in these experiments ranges between 300-600 dimensions. Thus we place the activation function f to 

the corrected linear unit(ReLU), which computes f : x→max(0,x).  

 

Alignment objective:- 
We have representthe transformations that map each image and sentence into a set of vectors during aunusal h-

dimensional space. Since the direction is at the level of entire pictures and sentences, our strategy is to prepare an 

image-sentence score as a function of the independent region word scores. Basically , a sentence-image pair ought to 
have a high matching score if its words have a positive support in the image. The model of Karpathy et al. [9] 

interprets the dot product vi
Tstbetween the i-th section and t-th word as a function of similarity and use it to define 

the score between image k and sentence l as: 

 

Skl=ΣtεglΣtεgkmax(0,vi
Tst)(7) 

 

Here,gkis the set of image extract in image k and glis the set of sentence extract in sentence l. The indices k,lrange 

over the pictures and sentences within the instructions set. 

 
Fig2:- Convolution Neural Networks for Image Detection 

 
Together with their supplementary Multiple Instance Learning objective, this score convey the presumption that a 

sentence fragment orient to a subset of the image section whenever the dot product is positive. We interpret that the 

following reformulation simplifies the model and increases the requirement for extra objectives and their hyper 

parameters. 

 

Skl=Σtεglmaxtεgk(0,vi
Tst)(8) 

 

This objective stimulate oriented image-sentences pairs to have a higher score than misoriented pairs, by a margin. 

It is very common to pad the input sometime with zero. In some cases if we pad the border as 1, then we get size 

output as input. The significance of zero padding is that if we take filters and we just start convolving on top of the 

image, the size just shrinks over time. But this is not nice property to have because by this we end up in a quick 
decrease of spatial size. We don’t want to rapidly decrease the size of our representation because there are fewer 

numbers that are representing the original image and so to keep fixed size representation for convenience reasons 

and for representation reasons. 
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Multimodal Recurrent Neural Network forgenerating descriptions:- 
In this section we presume input set of pictures and their textual descriptions. These could be full pictures and their 

sentence descriptions, or regions and text brief extract, as discribe in the previous section. The key problem is in the 

design of a model that may speculate a variable-sized sequence of outputs given in a picture. In previously 

developed language models based mostly on Recurrent Neural Networks (RNNs) [14,15,16] this is achieved by 

defining a likelihood distribution of next word in a very sequence given the present word and context from previous 

time steps. We search a straightforward however effective extension that in addition conditions the generative 

method on the content of input image. More formally, during practice our Multimodal RNN takes the image smallest 

element I and a sequence of input vectors (x1……xT). It then assess a sequence of hidden states (h1……ht) and a 

sequence of outputs (y1……yt) by practicing the following recurrence relation for t = one to  

Tbv = Whi[CNNθc(I)](9) 

 

ht = f(Whxxt +Whhht-1 + bh + 1(t = 1) Ө bv)(10) 
 

yt = softmax(Wohht + bo)(11) 

 

In the equations above,Whi,Whx,Whh,Who, xiandbh, bo are learnable parameters, and CNNθc(I) is the last layer of a 

CNN. The output vector yt holds the (unnormalized) log probabilities of words in the word stock and one further 

dimension for a special END representation. Note that we offer the image context vectorbv to the RNN solely at the 

primary repetition of a process, which we have a tendency to found to work higher than at each time step. Basically 

we found that it will facilitate to pass each bv; (Whxxt) through the execution function. A typical size of the masked 

layer of the RNN is 512 neurons. 

 

RNN and Image Captioning:- 
Recurrent Neural Networks is really taking place on language models and it is predicting next word in the sentence 

conditioned on both the previous words and image information. Recurrent networks are flexible models. It allows us 

to work with sequences at both inputs, output or both. Even if your input is fixed size,then it can still process it 

sequentially. It can also process fixed output sequentially. In image captioning,we are using recurrent neural 

network based language model in which we predict the next word in the sequence. We put the words in term of 

vectors that represents every word and then the target always are the next word and these are just targets and these 

are softmax classifiers which are back propagated and train over time. Training this on a lot of sentences would give 
us a language model and a way to imagine P(next word/previous words). 

 

RNN can train all kinds of characters level or word level sequences. So, we will basically predicting a distribution 

over the next word given the sequence of previous words. P(next word/previous words).We are going to write down 

a set of equations that express a probability of next word given previous words. We are going to condition on these 

words and we are going to ask the network to tune its weights so that its predicting the correct next word. Characters 

at bottom and targets at top. Every single box here is a vector and every single arrow here indicates dependence. So, 

for example vector yois a function of vector h0 and by ‘a function of’’ means this is fully connected layer. So we 

have a bunch of neurons connected fully to all the neurons in the previous volume. So these are all vectors and we 

are doing matrix vector multiplication to get from vector to vector. For example we are going to associate every 

single word with a 300 dimensional vector that represents the word. Every single y has 10001numbers (assuming 
10000 word vocabulary+ 1). 1 since we want to have special end token that is basically a dot at the end of sentence. 

Probability of word and every single number tells us the likelihood of that particular word following the previous 

context. So the hidden representation mediates the context in this network. At every step of the way we are doing 

matrix multiplies times the input data. 

 

We take the image to be tested and pipe it into the CNN.We got 4096 dimensional vector that represents the image 

on high level and after that we starts sampling words but that representation are feasting to the first hidden layer.It 

conditioned the generated process and then we continue to sample next word and so on until the network sample the 

end token. 

 

From here CNN understand what it is of and then influence the generated process of RNN.We train this all end to 

end on data so that the sentences that are generated in that RNN are consistent with what is in the training data. 
CNNs are made up of neurons that have learnable weights and biases .We use the VGG-16 architecture for its state-
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of-the-art performance. It consists of 13 layers of 3 × 3 convolutions interspersed with 5 layers of 2×2 max pooling. 

We eliminate the final pooling layer, so an input image of shape 3×W ×H gives rise to a variable of features of shape 

C×W0×H0 where C=512,W0 =[W/16],andH0 =[H /16]. The output of this network encodes the appearance of the 

image at a set of uniformly sampled image locations, and forms the input to the localization layer. 

 

Object detection:- 
In this model the visual processing module is a Convolutional Neural Network (CNN),which is a powerful model for 

visual recognition tasks. Instead of just classifying an image as some category labels, we also want to draw bounding 

box in the image to say where that class occurs. Another important topic is detection.So here there is again some 

fixed numbers of object categories but we actually want to find all instances of those categories inside the image and 

dropbox around them. The first convolution neural network consists of a filter bank of filters that we slide over the 

image which gives us the raw filter weight. The first application of these models to dense prediction tasks was 

introduced in R-CNN,where each region of interest was processed independently. Further work has focused on 
processing all regions with only single forward pass of the CNN,and on eliminating explicit region proposal methods 

by directly predicting the bounding boxes either in the image coordinate system, or in a fully convolutional and hence 

position invariant settings. Most related to our approach who develop a region proposal network (RPN) that regresses 

from anchors to regions of interest. Also,we replace their pooling mechanism with a differentiable, spatial soft 

attention mechanism. This change allows us to back propagate through region proposal network and train the whole 

model jointly. 

 

Several recent approaches to Image Captioning rely on a combination of RNN language model conditioned on 

image information. A recent related approach is the use as of t attention mechanism over regions of the input image 

with every generated word. The approach to spatial attention is more general in that the network can process 

arbitrary regions in the image instead of only discrete grid positions. During generation the model where the visual 
information is only passed to the language model once on the first time step. At last, the metrics developed for the 

dense captioning task are inspired by metrics developed for image captioning. 

 

Recognition Network:- 

The recognition network is a fully-connected neural network that processes region features from the localization 

layer. The features from each region are flattened into a vector and passed through two full-connected layers, where 

each using rectified linear units. For each region this produces a code of dimension D = 4096 that compactly 

encodes its visual aspect. The codes for all positive regions are collected into a matrix of shape B×D and passed to 

the RNN language model.Also, we allow the recognition network one more chance to refine the confidence and 

position of each proposal region. It outputs a final scalar confidence of each proposed region and four scalars 

encoding a final spatial offset to be applied to the region programme. These two outputs are computed as a linear 

transform from the D-dimensional code for each region. 
 

Results:- 
Datasets:- 

The datasets used are Flickr30K and MSCOCO datasets in our experiments. These datasets contain 31,000 and 

123,000 images respectively and each image is explained with 5 sentences using Amazon Mechanical Turk. For 

Flickr30K, we use 1,000 images for validation, 1,000 for testing and for MSCOCO we use 5,000 images for both 
validation and testing.  

 

Data Preprocessing:- 

Weconvert all sentences to lowercase and discard other non-alphanumeric characters. Then filter words to those that 

occur at least 5 times in the training set. This results in 7414, and 8791 words for Flickr30K, and MSCOCO datasets 

respectively. 

 

Learned  region and word vector magnitudes:- 

This model learns to modulate the magnitude of the region and word embedding. Due to their inner product 

interaction, representations of visually discriminative words have embedding vectors with higher magnitudes, which 

in turn translates to a higher influence on the image-sentence score. 
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Table:- I Comparison to other work  by evaluation of full image predictions on 1,000 test images.B-n is BLEU 

score that uses up to n-grams. High is good in all columns. For future comparisons, our METEOR/CIDEr Flickr8K 

scores are 16.7/31.8 and the Flickr30K scores are 15.3/24.7.

 Flickr8K Flickr30K MSCOCO 2014 

Model B-1 B-2   B-3  B-4 B-1     B-2   B-3   B-4 B-1  B-2    B-3   B-4     METEOR     CIDEr 
Nearest Neighbor 
Mao et al. (2014)[17] 
Google NIC (2014)[18] 
LRCN (2014)[19] 
MS Research(2014)[20] 
Chen and Zitnick et 

al(2014)[21] 
Our model 

-       -        -        - 
57    27     22- 
6442     28          - 
-     -     -      -               
-  -      -        - 
-          -     -      14.1 

 
57.9 38.3  24.5  16.0 

 -          -        -          - 
542319         - 
67.3   42.3  27.7  18.3 
58.8   39.1  25.1  16.5 
-           -         -        - 
-           -         -     12.6 

 
57.3   36.9  24.0   15.7 

48.0  28.1 16.6 10             15.7          38.3 
-          -        -    -                     -                   - 
67.6   46.1  32.9    24.6               -            - 
62.8 44.2 30.4     -                    -                - 
-         -        -       21.1            20.7               - 
-         -          -      19.0            20.4              - 

 
62.5   45.0 32.1 23.0           19.5             66.0 
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