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Abstract

Consciousness, as a phenomenon, has been a curiously neglected subject in the STEM community. In this review article, after briefly discussing prevalent philosophical challenges the author explores recent structured approaches towards quantitatively defining this neurobiological phenomenon in terms of stochastic models with a special emphasis on integrated intrinsic information. A new possibility of Grand Unified Information Theory (GUIT) is introduced as a future scope. The article also discusses various potential applications in medical science, autonomous vehicle and entertainment industry along with current technical roadblocks. The article concludes with the necessity of exploiting this phenomenon by incorporating it as a subject of mainstream STEM research.

Introduction:

Consciousness has reached a common-sense consensual definition among various erudite schools of thoughts. It is defined as a phenomenon which begins in the morning when we wake up from a dreamless sleep, and it goes on all day until we fall asleep or die or otherwise become unconscious [1,4] [Fig 1]. Dreams are a form of consciousness on this definition [4]. Consciousness only vanishes during dreamless sleep or under general anaesthesia when, from our own intrinsic perspective, everything disappears and we experience nothing [4]. Consciousness consists of all the states of feeling or sentience or awareness [9].

Fig 1:- Deep Sleep, Dream, Awareness.
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All of our conscious states, without exception, are caused by lower-level neurobiological processes in the brain, and they are realized in the brain as higher-level or system features. It is analogous to the wetness of water [28].

**INTER H2O MOLECULAR INTERACTION : WETNESS :: INTER NEURAL INTERACTION : CONSCIOUSNESS**

The wetness or liquidity is not an extra juice squirted out by the H₂O molecules [28]. It is a condition that the system is in. And just as the jar full of water can go from liquid to solid depending on the behaviour of the molecules, so our brain can go from a state of being conscious to a state of being unconscious, depending on the behaviour of the neurons [28]. A corollary can be drawn on the basis of above analogy that consciousness is an integrated and intrinsic form of mathematical pattern which arise due to a unique manner of interaction between specific groups of neurons.

**Philosophical Challenges:-**

**Subjective-Objective Fallacy:-**

If we look at the trend of using consciousness as a keyword in the English corpus for last five centuries, we see that it has been a relatively high-popularity subject compared to recently introduced concepts like artificial intelligence and neural networks [Fig 2].

![Fig 2: Keyword Trend in English Corpus from 1508 AD to 2008 AD](image)
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However if we look at the recent trend in scientific literature [Fig 3], there is a popularity reversal between AI, neural networks and consciousness. This curious reluctance and hostility towards consciousness is a combination of two features of our intellectual culture that like to think they're opposing each other but in fact they share a common set of assumptions.

One feature is the tradition of religious dualism: Consciousness is not a part of the physical world. It is a part of the spiritual world. It belongs to the soul, and the soul is not a part of the physical world. That is the tradition of God, the soul and immortality. There is another tradition that thinks it is opposed to this but accepts the worst assumption. That tradition thinks that we are heavy-duty scientific materialists: Consciousness is not a part of the physical world. Either it does not exist at all, or it is something else, an illusion like sun rises in the east, but in any case it is not part of science. Most importantly the flawed argument goes that Science is objective, consciousness is subjective, and therefore there cannot be a science of consciousness.

**Mind-Body Problem:**
The 17th century French philosopher René Descartes proposed the notion of "cogito ergo sum" ("I think, therefore I am"), the idea that the mere act of thinking about one’s existence proves there is someone there to do the thinking.

![Fig 4: Mind Body Problem](image)

Descartes also believed the mind was separate from the material body. This is an age-old problem in philosophy known as the "mind-body problem"[Fig 4]. One quick way to state the problem is this: what are the relationship between the mind and the body; between the mental realm (the realm of thoughts, beliefs, pains, sensations, and emotions) and the physical realm (matter, atoms, neurons).

**Panpsychism:**
Panpsychism is the claim that consciousness is not just a property of the brain, and not a property of some special spiritual kind of substance like the soul, but rather a property of everything in the universe.

![Fig 5: Panpsychism](image)

Here, consciousness is universal. Every system might have some degree of consciousness. This view states that every system is conscious, not just humans, dogs, mice, flies, but even microbes, a coffee mug and elementary particles. Even a photon has some degree of consciousness. The idea is not that photons are intelligent or thinking. But the thought is maybe photons might have some element of raw, subjective feeling, some primitive precursor to consciousness [1].
Revisiting Concept of Information:

The word information derives from the Latin verb *informare*, which means 'to give form'.

Information as defined in information theory quantifies how accurately input signals can be decoded by knowing output signals transmitted across a channel, often noisy. Mutual information is the average statistical dependence between two sets of variables, such as the inputs and the outputs of a channel. The self-information contained in a single system state is simply the negative logarithm of its probability of occurrence. In general, this depends on the entropy of the inputs and on how well the inputs predict the outputs.

As clearly recognized by Shannon, the information of information theory is divorced from meaning: the sender and the receiver are assumed to know what the messages mean, and information theory is only concerned with how reliably and efficiently they can be transmitted across a channel. While Shannon’s information can be evaluated between past states and current states of the same system, it is always assessed from the extrinsic perspective of an observer who assesses the statistical dependence between inputs and outputs. Therefore, Shannon’s information could be called extrinsic information [20].

In the seminal paper "Consciousness as Integrated Information: a Provisional Manifesto", Giulio Tononi made a compelling argument that for an information processing system to be conscious, it needs to have two separate traits [15]:

1. **Information**: It has to have a large repertoire of accessible states, i.e., the ability to store a large amount of information.
2. **Integration**: This information must be integrated into a unified whole, i.e., it must be impossible to decompose the system into nearly independent parts, because otherwise these parts would subjectively feel like two separate conscious entities.

To characterize informativeness, Tononi used the Photodiode Thought Experiment. Imagine a photodiode responding only to light. The photodiode has two options, to remain off or to turn on. Each time there is light causally interacting with the photodiode in a certain way, it will turn on. Does the photodiode see light? According to Tononi, a crucial difference between us and the photodiode with respect to phenomenal experience is the space of possible discriminations it has. When a photodiode makes a discrimination between two alternatives, the detector in the photodiode generates \( \log_2(2) = 1 \) bit of information.

When we humans, or other animals, see 'light', by contrast, we discriminate between vast numbers of alternative things that we could have seen. In Tononi’s words, we are implicitly being much more specific; we simultaneously specify that things are this way rather than that way (light as opposed to dark), that whatever we are discriminating is not colored (in any particular color), does not have a shape (any particular one), is visual as opposed to auditory or olfactory, sensory as opposed to thought-like, and so on. In contrast to the photodiode, we produce much more information when we see light than simply 1 bit of information. We exclude all the trillions of possible states that we have in our repertoire.

To understand why we also need integration, Tononi used the Camera Thought Experiment. Imagine a digital camera whose sensor chip is a collection of a million of binary photodiodes, each sporting a sensor and a detector [11,12,13].

With the camera, in contrast to the photodiode, it seems we get a huge amount of information. If we consider the camera as a single system with a repertoire of \( 2^{1,000,000} \) states then we have a million bits of information. When the camera takes a picture, it settles into one of \( 2^{1,000,000} \) states. If phenomenal experience was just a matter of discriminative information, then it seems that the camera should be very conscious. This is where the theory intuitively opposes. Tononi states that this camera chip is not an integrated entity since its 1 million photodiodes have no way to interact. The problem is that there is no special vantage point from which we might consider the camera as a single system or entity. What is needed is ultimately an intrinsic point of view associated with the camera chip as a whole. To understand such an objective measure we cut the camera sensor chip in two, such that it consists of two chunks of 500 thousand photodiodes each.

By doing this, we find that the information contained in the whole does not change at all. In fact, if we cut the camera sensor chip into 1 million pieces each holding its individual photodiode, the performance of the camera...
would not change at all. The components in this system work independently of the whole. Hence the camera cannot integrate information while the individual photodiode does, even though it is of 1 bit.

Tononi's work has generated a flurry of activity in the neuroscience community, spanning the spectrum from theory to experiment, making it timely to investigate its implications for physics and mathematics [1].

In IIT the information content of an experience is specified by the form of the associated conceptual structure (the quality of the integrated information) and quantified by Φ_{max} (the quantity of integrated information, phi-max). In IIT, information is causal and intrinsic: it is assessed from the intrinsic perspective of a system based on how its mechanisms and present state affect the probability of its own past and future states (cause–effect power). It is also compositional, in that different combinations of elements can simultaneously specify different probability distributions within the system. Moreover, it is qualitative, as it determines not only how much a system of mechanisms in a state constrains its past and future states, but also how it does so. Crucially, in IIT, information must be integrated. This means that if partitioning a system makes no difference to it, there is no system to begin with. Information in IIT is exclusive i.e. only the maxima of integrated information are considered. IIT assumes that for a system to be conscious, it must be a single, integrated entity with a large repertoire of highly differentiated states.

Since its inception, IIT has been further developed. In particular, IIT 3.0 considers both the past and the future of a mechanism in a particular state (it is so-called cause-effect repertoire) and replaces the Kullback-Leibler measure with a proper metric called EMD (Earth Mover Distance).

<table>
<thead>
<tr>
<th>Information Theory</th>
<th>Integrated Information Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>This theory was developed by CE Shannon.</td>
<td>This theory was developed by G Tononi</td>
</tr>
<tr>
<td>Here information is <strong>extrinsic</strong> by nature i.e. it is always assessed from the extrinsic perspective of an observer who assesses the statistical dependence between inputs and outputs.</td>
<td>Here Information is <strong>intrinsic</strong> by nature i.e. it is assessed from the intrinsic perspective of a system in terms of the differences that make a difference to it.</td>
</tr>
<tr>
<td>Here, information is divorced from meaning i.e. the sender and the receiver are assumed to know what the messages mean, and the theory is only concerned with how reliably and efficiently they can be transmitted across a channel.</td>
<td>Here information is meaning. It is causal, compositional, integrated and exclusive. More precisely, intrinsic integrated information is a maximally irreducible information structure (MICS) which is self-generated, self-referential, and holistic.</td>
</tr>
<tr>
<td>Here, information is a message transmitted across a channel.</td>
<td>Here, information is a shape in concept space.</td>
</tr>
<tr>
<td>Here, Kullback-Leibler divergence (KLD) measures the loss of information or reduction of uncertainty.</td>
<td>Here, Earth Mover Distance (EMD) is used as a true metric, that is sensitive to the relative distance among system states.</td>
</tr>
<tr>
<td>Here, the self-information contained in a single system state is simply the negative logarithm of its probability of occurrence.</td>
<td>Here, integrated information structure captures all the constraints over the past and future of a complex as determined by the state of its mechanisms.</td>
</tr>
</tbody>
</table>

Table 1: Shannon’s IT v/s IIT
Structured Approaches:
Neurobiological Approach:

Neural Correlates of Consciousness:

The NCC is defined as the minimum neuronal mechanisms jointly sufficient for any one specific conscious percept [18]. There are two possible interpretations of this definition, depending on whether we are referring to the specific content of consciousness or to the overall state of being conscious.

The content-specific NCC are the neurons (or, more generally, neuronal mechanisms), the activity of which determines a particular phenomenal distinction within an experience.

The full NCC are the neural substrates supporting conscious experiences in their entirety, irrespective of their specific contents. This is the union of the sets of content-specific NCC for all possible contents of experience.

Brain Regions:

Tononi’s functional MRI (fMRI) experiment revealed that the anatomical basis of the full NCC and content-specific NCC do not comprise the wide fronto-parietal network emphasized in past studies, but are primarily localized to a more restricted temporo-parietal-occipital hot zone with additional contributions from some anterior regions. At least some cortical areas in this posterior privileged zone, especially high-level sensory areas, are close to qualifying as content-specific NCC. Instead, the frontal cortex is involved in allocating attention and in task execution, monitoring and reporting.

In short, no single brain area seems to be necessary for being conscious, but a few areas, especially in the posterior cortical hot zone, are good candidates for both full and content-specific NCC. [4]

As depicted in the above figure, based on Tononi’s review on evidences across lesion, stimulation and recording studies, Content-specific NCC (in red) directly contribute phenomenal distinctions (such as low level visual features, faces or places) to consciousness. The full NCC (in orange) is constituted by the union of all the content-specific NCC. Background conditions can be divided into physiological or neural processes that enable or modulate the activity of the full NCC and thus influence the level of consciousness (enabling factors, in green) - such as brainstem arousal systems, glucose or oxygen and task-related neural processes that modulate the activity of only some content-specific NCC (in beige) - such as attention, expectation, and possibly primary visual cortex (V1) activity. Other task related neural processes such as verbal or motor reports (in blue) often follow the experience itself. DLPFC: dorsolateral prefrontal cortex; V2: secondary visual cortex; FFA: fusiform face area; PPA: parahippocampal place area; M1: primary motor cortex [6].

Sleep Study:

Although sleep study is apparently a digressed topic from the phenomenon of consciousness, it is a pervasive and universal behaviour. It occupies a third of our life, and is present in every animal species that has been studied. It is...
also a fundamental behaviour. Even partial deprivation of sleep has serious consequences on cognition, mood, and health.

Tononi’s hypothesis about the functions of sleep, the synaptic homeostasis hypothesis, claims that sleep maintains synaptic homeostasis. In essence, sleep is the price we have to pay for plasticity, and its function would be the homeostatic regulation of the total synaptic weight impinging on neurons. The synaptic homeostasis hypothesis claims that plastic processes during wakefulness result in a net increase in synaptic strength in many brain circuits; especially during deep sleep, synaptic strength is globally downscaled to a baseline level that is energetically sustainable and beneficial for memory, performance and consciousness [15].

**Physical Approach:-**
**Orchestrated OR Model:-**
A provocative but seemingly plausible theory of consciousness was put forward by Penrose and Hameroff. They claimed that quantum coherence and the phenomenon of quantum wave function self-collapse, called objective reduction (OR), are essential to explain consciousness, and that these occur in cytoskeletal microtubules and other structures in neuron. Microtubules are particularly suitable for quantum effects due to their crystal-like lattice structure, hollow inner core, and organization of cell function.

They proposed that conformational states of tubulins are coupled to internal quantum events, and cooperatively interact with other tubulins. Their primary postulate is that macroscopic coherent superposition of quantum coupled tubulin conformational states occur throughout the brain and provides the binding that is essential for consciousness.

The emergence of microtubule quantum coherence corresponds to pre-conscious processing which grows (for upto 500 milliseconds) until the mass-energy difference among the separated states of tubulins reaches a threshold. At this point, the system must reduce and collapse to a single state that results in consciousness experience [2,27].

There were a few anomalous assumptions in the above theory, one of which implied that consciousness occurs throughout the entire brain. This has been corrected to the specific regions as discussed in the previous sections. Another fact is the brain operates at body temperature, it comprises of 60 per cent water, and electromagnetically, chemically and mechanically noisy which can severely shorten the time allowed for quantum computation (though microtubules may be the only candidate able to perform quantum computations at room temperature). Above all this theory was just a fancy postulate without any hard neurobiological evidence in support, as opposed to Tononi’s work. Yet, this theory offered one of the early structured ways to approach towards understanding the esoteric phenomenon of consciousness.

**Stochastic Quantification of PHI:-**
Integrated information theory (IIT 3.0) starts from key properties of consciousness – the phenomenological axioms – and translates them into postulates that lay out how a system of mechanisms must be constructed to satisfy those axioms and thus generate consciousness.

IIT uses a mathematical stochastic model to quantify the amount of integrated information an entity possesses and thus its level of consciousness. The challenge is we cannot yet calculate the state of awareness for even the simple roundworm with current computers, let alone deal with the complexity of the human brain [5,29].

\[
ei(x_1; P) = - \sum_{i=1}^{k} \sum_{\mu_0^{(i)}} p(\mu_0^{(i)}|x_1) \log p(\mu_0^{(i)}|\mu_1^{(i)}) - H(X_0|x_1) \\
\Phi(x_1) = \min_{P} \frac{\ei(x_1; P)}{\nu_P}
\]

**Fig 7:-** Integration (PHI) measure in terms of Minimum Information Partition (MIP) [29]
Computational Approach:-
Global Neuronal Workspace (GNW) model:-

Another promising theory suggests that consciousness works a bit like computer memory, which can call up and retain an experience even after it has passed.

Bernard Baars developed this theory, which is known as the global workspace theory. This idea is based on an old concept from artificial intelligence called the blackboard, a memory bank that different computer programs could access [5].

Anything from the appearance of a person's face to a memory of childhood can be loaded into the brain's blackboard, where it can be sent to other brain areas that will process it. According to Baars' theory, the act of broadcasting information around the brain from this memory bank is what represents consciousness.

IIT and global workspace theory are not mutually exclusive. The first tries to explain in practical terms whether something is conscious or not, while the latter seeks to explain how consciousness works more broadly.

Improved Measures:-
The study of Neural Correlates of Consciousness (NCCs) has become quite mainstream in the neuroscience community in recent years. To move beyond correlation to causation, neuroscientists have begun searching for a theory of consciousness that can predict what physical phenomena cause consciousness (defined as subjective experience) to occur. Dehaene reviewed a number of candidate theories currently under active discussion, including the Nonlinear Ignition model (NI), the Global Neuronal Workspace (GNW) model and Integrated Information Theory (IIT) [5]. Rapid progress in artificial intelligence is further fuelling interest in such theories and how they can be generalized to apply not only to biological systems, but also to engineered systems such as computers and robots and ultimately arbitrary arrangements of elementary particles.

The integration measure proposed by IIT is computationally infeasible to evaluate for large systems, growing super-exponentially with the system's information content. This has lead to the development of various alternative integration measures that are simpler to compute or have other desirable properties. For example, Barrett & Seth [8] proposed an attractive integration measure that is easier to compute from time-series data, but whose interpretation is complicated by the fact that it can be negative in some cases. Casali et al. [24] used an integration measure inspired by complexity theory to successfully predict who was conscious in a sample including patients who were awake, in deep sleep, dreaming, sedated and with locked-in syndrome. Sitt et al. [25] suggest that state transition entropy correlates with consciousness. Griffith and Koch [26] have proposed defining integration of a system as the synergistic information that its parts have about the future, which appears promising although there does not yet exist a unique formula for it. Even Tononi et al. [21] has updated their integration measure twice through successive refinements of their theory. Despite these definitional and computational challenges, interest in measuring integration is growing, not only in neuroscience but also in other fields, ranging from physics and evolution to the study of collective intelligence in social networks [7].

Motivated by the growing interest in measuring integrated information in computational and cognitive systems, Max Tegmark [5] have presented a simple taxonomy of phi-measures where they are each characterized by their choice of factorization method (5 options), choice of probability distributions to compare (3 × 4 options) and choice of measure for comparing probability distributions (5 options). He classified all the integration measures revealed in this taxonomy by various desirable properties, as summarized in Table 3. When requiring the phi-measures to satisfy a minimum of attractive properties, the hundreds of options reduce to a mere handful, some of which turn out to be identical. All leading contenders are summarized in Table 2.
Unfortunately, these most general integration measures are unfeasible to evaluate in practice, with the computational cost growing doubly exponentially with \( b \), the number of bits in the system: they involve a Markov matrix of size \( n = 2^b \), and they also involve minimizing over approximately \( N = 2^n = 2^{2^b} \) bipartitions. Generalizing the pioneering work of Barrett and Seth [8], Tegmark [5] derived formulas for the Gaussian case that are exponentially faster, involving manipulations of a matrix whose size grows as \( 2^b \) rather than \( 2^n \) with the number of variables \( b \). Moreover, he showed how the second exponential can also be avoided using an approximation using graph theory, thus reducing the computational cost from doubly exponential to merely polynomial in the system size \( b \).
Axioms and Postulates:

The initial theory of IIT has evolved through stages 2.0 and finally into 3.0. The main tenets of IIT can be presented as a set of phenomenological axioms, ontological postulates, and identities. While the terms “axioms” and “postulates” are often used interchangeably, IIT 3.0 the distinction takes on an even stronger meaning: axioms are self-evident truths about consciousness – the only truths that, with Descartes, cannot be doubted and do not need proof (experience exists, it is irreducible). Postulates instead are assumptions about the physical world and specifically about the physical substrates of consciousness (mechanisms must exist, be irreducible), which can be formalized and form the basis of the mathematical framework of IIT.

The central axioms, which are taken to be immediately evident, are as follows [21]:

- **Existence**: Consciousness exists – it is an undeniable aspect of reality. Paraphrasing Descartes, “I experience therefore I am”.
- **Composition**: Consciousness is compositional i.e. highly structured. Each experience consists of multiple aspects in various combinations. Within the same experience, one can see, for example, left and right, red and blue, a triangle and a square, a red triangle on the left, a blue square on the right, and so on.
- **Information**: Consciousness is informative. Each experience differs in its particular way from other possible experiences. Thus, an experience of pure darkness is what it is by differing, in its particular way, from an immense number of other possible experiences. A small subset of these possible experiences includes, for example, all the frames of all possible movies.
- **Integration**: Consciousness is integrated. Each experience is strongly irreducible to non-interdependent components. Thus, experiencing the word “PARA” written in the middle of a blank page is irreducible to an experience of the word “PA” at the right border of a half-page, plus an experience of the word “RA” on the left border of another half-page – the experience is whole. Similarly, seeing a blue triangle is irreducible to seeing a triangle but no blue color, plus a blue patch but no triangle.
- **Exclusion**: Consciousness is exclusive. Each experience excludes all others and at any given time there is only one experience having its full content, rather than a superposition of multiple partial experiences; each experience has definite borders i.e. certain things can be experienced and others cannot; each experience has a particular spatial and temporal grain i.e. it flows at a particular speed, and it has a certain resolution such that some distinctions are possible and finer or coarser distinctions are not.

To parallel the phenomenological axioms, IIT posits a set of postulates [21]. These lists the properties physical systems must satisfy in order to generate experience.

- **Existence**: Mechanisms in a state exist. A system is a set of mechanisms.
- **Composition**: Elementary mechanisms can be combined into higher order ones.

The next three postulates, information, integration, and exclusion, apply both to individual mechanisms and to systems of mechanisms as depicted in Table 4.

<table>
<thead>
<tr>
<th>MECHANISM</th>
<th>SYSTEM OF MECHANISMS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information</strong></td>
<td>Only mechanisms that specify differences that make a difference within a system count</td>
</tr>
<tr>
<td><strong>Cause-effect information (ce):</strong> How a mechanism in a state specifies the probability of past and future states of a set of elements (cause-effect repertoire)</td>
<td><strong>Conceptual information (O):</strong> How a set of mechanisms specifies the probability of past and future states of the set (conceptual structure)</td>
</tr>
<tr>
<td><strong>Integration</strong></td>
<td>Only information that is irreducible to independent components counts</td>
</tr>
<tr>
<td><strong>Integrated information (Φ, “small phi”):</strong> How irreducible the cause-effect repertoire specified by a mechanism is compared to its minimum information partition (MIP)</td>
<td><strong>Integrated conceptual information (Ψ, “big phi”):</strong> How irreducible the conceptual structure specified by a set of mechanism is compared to its minimum information partition (MIP)</td>
</tr>
<tr>
<td><strong>Exclusion</strong></td>
<td>Only maxima of integrated information count (over elements, space, time)</td>
</tr>
<tr>
<td><strong>Concept (Φ°°):</strong> A mechanism that specifies a maximally irreducible cause-effect repertoire (MICE or quale “sensu stricto”)</td>
<td><strong>Complex (Ψ°°):</strong> A set of elements whose mechanisms specify a maximally irreducible conceptual structure (MICS or quale “sensu lato”)</td>
</tr>
</tbody>
</table>

Table 4: Key concepts and measures of IIT [21]
Potential Applications:-
Application of integrated information, as a measure of consciousness, can be endless. The most impacted sector would be neuro-scientific community where we can devise non invasive equipments to detect and monitor consciousness in patients who are paralytic or in coma. Definition of “brain-dead” would be revisited in terms of intrinsic information parlance.

Another impacting sector in the near future would be transportation and logistics. With the advent of self-drive autonomous cars, integrated information would play a crucial safety parameter to quantify the degree of self-awareness in an autonomous machine. Deep Analytics will witness a paradigm shift from artificial intelligence to machine consciousness.

An over-ambitious but plausible industry can rise up by exploiting the neural correlates of consciousness to generate personalized lucid dreams. This could be a new form of entertainment industry which would blur the line between virtual reality (VR) and augmented reality (AR).

Future Scope and Roadblocks:-
Present roadblocks are purely technical and can be addressed as an engineering problem. For a markovian model of consciousness, the time complexity for calculating the transition probability matrix (TPM) is the main problem, which Tegmark [5] has addressed and catered with a direction for solving in polynomial manner using graph theory.

A more practical question involves exploring ways of generalizing and further improving this graph-theory-based approximation for exponential speedup.

As a future scope, heuristic measures and experimental approaches inspired by IIT’s theoretical framework will make it possible to test some of the predictions of the theory [21]. Deriving bounded approximations to the explicit formalism of IIT 3.0 is also crucial for establishing in more complex networks how some of the properties scale with system size and as a function of system architecture [5]. PyPHI, a python library for measuring integrated information in simple logic gate structures is available which can be used to simulate complex systems and mimic animats [3,19].

From an engineering perspective, a possible design for qualia-scope to detect MICS using non invasive technique or a phi-meter to detect the degree of consciousness can be a future possibility.

Even though the author agrees with the definite distinction between intrinsic and extrinsic information w.r.t the frame of reference, an exciting possibility exists for development of a Grand Unified Information Theory (GUIT) which could explain the correlates between intrinsic and extrinsic information, if at all it exists.

![Grand Unified Information Theory (GUIT)](image)

Above figure [Fig 8] proposes a high level outline of this concept. Here we are introduced with two new terms, correlates of information and mutate information. Correlates of information ($i_{corr}$) represent the measure of
interaction between a message and a MICS, if at all this correlation exists. Mutate Information represents the degree of change introduced in a pre-existing MICS due to the interaction with the message. The term 'Mutate' is chosen deliberately as there seems to be some relation, again a future scope of study, between intrinsic information and evolutionary genetic mutation. To be specific, a hypothesis emerges, subject to proof, that consciousness in a biological entity is an evolutionary step which got introduced to delay the inevitable process of mutation, which gradually occurs due to interaction with external competitive circumstances.

Conclusions:-
Standing today, we can safely conclude that consciousness has reduced down to an engineering problem. More specifically, if we consider integrated information, consciousness has become an optimization problem with polynomial complexity. Moreover, a veritable goldmine of data is becoming available in neuroscience and other fields, and it will be fascinating to measure integrated information for these emerging data sets [5]. It is interesting to consider whether one or several PHI-measures, proposed by Tegmark, can be rigorously derived from a small set of attractive axioms alone, in the same spirit as Claude Shannon derived his famous entropy formula [20]. Most importantly, can we extend the neural correlates of consciousness to the physical correlates of consciousness? In layman terms, can we make an autonomous machine conscious? For such a paradigm shift from machine intelligence to machine consciousness, it is a necessity to treat consciousness in an objective manner and introduce it as a main-stream STEM subject with STEM research grants and funding.
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