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In present, breast cancer in women is most is the prominently 

discovered life-threatening cancer in women and took over too many 

life’s of women all around the world. This project deals with the Breast 

Cancer Wisconsin dataset to compare the accuracy of various machine 

learning algorithm in predicting the breast cancer in women. The 

various classification model are built and trained with the Wisconsin 

dataset. The different classifiers that are used to construct the model are 

Naive Bayes, Support Vector Machine, Regression Tree, Random 

Forest and K-Nearest Neighbor. The efficient working of these model 

are assessed by estimating the accuracy score of each model with the 

usage of unstandardized and standardized dataset. Once the 

performance of the model are evaluated, the optimal working algorithm 

are used to identify the type of breast cancer in the patient entry. 
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Introduction:- 
Breast cancer is the prominent disease in women, which took the life of too many women at present. After skin 

tumor, breast cancer is the most general tumor diagnosed in women in India. Each woman is at the threat for breast 

cancer, 

  

When she is in the early 80’s, It is said that It is said that  one in sixth chance (10%) to get affected by breast cancer 

at least once in their lifespan. In 2010, breast tumor was graded as the seventh leading reason of loss in the (KSA),  

Pervious that, in 2008, it was estimated  that there was  1,408  fresh breast tumor cases,  representing 20% of  

register fresh cancer cases within the  Saudi women. Breast cancer could occur in both man and women, but it often 

occur in women’s.  Now-a-days, the advanced treatment and the early prediction has made diagnosis easier. 

 

In 2019, a prediction of 268,400 of new occurrence of breast tumor disease is anticipated in women in the U.S. It is 

also important that fatness , delay at child birth  ,young age of puberty, and an  insanitary routine; and environmental 

,ethnic and tribal character are the main threat factors that’s adding to the cause of breast disease. Early investigation 

indicate that the reason of this syndrome are highly fierceness, poor clinical treatment, research reported to the 

advanced  phase of  breast tumor infection is common in the women who are in their early 45’s , rather  in elder  

women with in the age of 65 years . This project deals with the Breast Cancer Wisconsin dataset to compare the 
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accuracy of various machine learning/algorithm in predicting the breast cancer in women. The various classification 

model are built and trained with the Wisconsin dataset. The different classifiers are used to predict the breast cancer 

are Naive Bayes, Support Vector Machine, Regression Tree, Random Forest and K-Nearest Neighbor. 

 

 This paper is organized in the following manner, initially the list of various classifiers and their score in classifying 

the type of breast cancer is done. The standardization technique is included with these classifiers and the change in 

the accuracy score are evaluated. The best performing classifiers are used to produce the output to the patient entry.  

Then the problem statement is discussed. In Section IV, the proposed system are  discussed and the architecture 

diagram is discussed and explanations are given and then we have discussed about the various classifier’s algorithm 

and its accuracy level and to end with  section V, we have concluded the paper along with the classification 

technique and its accuracy. The major reason behind this study is to evaluate the performance of various classifiers 

in classifying the type of breast cancer in women. 

  

Related works 

This segment presents overall review and planning on categorization of tumors in the lungs. CAD tool is used for 

mechanical recognition of lung module, which helps radiologist to analysis the disease. Here we use different 

classification technique to get the result more accurate. Among all the classifiers algorithm CNN gives more 

accurate result. 

 

Our base paper is evaluate the performance of the three main classifiers by comparing the accuracy of the three 

models. To increase the efficient performance of the system they have used a technique in preprocessing like feature 

selection. The Particle Swarm Optimization (PSO) algorithm is used for the feature selection process and compared 

the performance between include and not include feature selection algorithm. Paper concludes to with PSO and 

without using PSO the naïve bayes establish a better performance [1]. 

 

In Genetically Optimized Neural Network(GONN)  the prediction of the breast cancer in women is done and with 

the GONN the classification problems were sorted out. This system involves in the optimizing the performance of 

the model by constructing the number of hidden layer to the GONN algorithm. The system concentrates in the 

classification of breast cancer whether the patient is affected with malignant or benign type of breast cancer. To 

demonstrate the results, they had taken the Women breast cancer dataset from the UCI public repository and 

assessed the efficient working of each algorithm on their performance basis. In this paper the algorithm shows . 

accuracy 98.24%, and 99.63% of sensitivity. These results are obtained by providing 50-50, 60-40, 80-20, 90-10 

ratios of test and training dataset. The paper concluded by declaring that with GONN the system shows better 

performance in classification. [2].  

 

The machine learning algorithms are used for the prediction of breast cancer and diabetes disease in human. 

classification technique are used to classify the type of breast cancer and diabetes, for the working of the model they 

have used WEKA tool to build and run the system. It is said that the WEKA tool give the performance percentage of 

74.28% [10]. 

 

The Breast Cancer Detection is done in this paper using the machine learning algorithm, where the system uses the 

feature selection technique that can play a dramatic change in the accuracy of the system in this build model. The 

accuracy of the machine learning algorithm are increased by embed the preprocessing technique to the systems, the 

technique like feature selection are used where the attributes that influence the output are alone given as an input to 

the constructed model. The paper discussed the use of deep CNN which help in detection of the breast cancer in 

women in more efficient manner. In the deep CNN they have segregated into two stages like mass detection and 

mass diagnosis. The mass detection deals with detecting the BC in patient and mass diagnosis helps in the further 

steps to be taken to cure the disease. [11]. 

 

Proposed System 

Our project is concentrating on analyzing the text format reports of breast cancer, to compare the accuracy of the 

various classifiers. At first the data are preprocessed and the accuracy of various model are compared. The models 

used in our project are Support Vector Machine, Naive Bayes, Decision Tree, Random Forest and K-Nearest 

Neighbor. The performance of these model are evaluated by comparing the accuracy score of each model with the 

usage of unstandardized and standardized dataset. Once the performance of the model are evaluated, the optimal 

working algorithm are worn to classify the breast cancer type in the patient entry. 
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Fig 1:-System Architecture 

 

Modules 

Data Collection 

We have collected from the public UCI repository that consist of the  Breast Cancer Wisconsin Dataset. The Breast 

Cancer Dataset is presented with 569 instances and 33 attributes in it.  

 

Data Pre-Processing 

Data processing involves in the collection and manipulation of items of data to produce meaningful information. It is 

the process of converting the data into usable and desired form.  

 

Data Cleaning 

The data cleaning phase under goes the following:  

1. The process of removing the  null valued attributes in the dataset. 

2. Replacing the null values with the related or the constant value.  

 

Data Spliting 

1. Once the data are cleaned, The data undergoes splitting process where the data are spilt into test and train data 

set. The train dataset are used to train the constructed module and the test dataset are used test the module for its 

correctness.  

2. The half of the test dataset are used for validation where we can able to verify the output correctness with the 

help of these dataset.  

 

Data Analytics 

1. The various machine learning models are constructed and trained with k-fold sets of input for the efficient 

working of the system. 

2. In this phase the model takes two types of dataset like the standardized dataset and the unstandardized dataset.  

3. These standardization process done to eliminate the outliners present in the dataset which can increases the 

performance of the classifiers.   

 

Data optimization 

In this phase the optimal working algorithm is identified and the classification is done to desired patient entry. The 

optimal algorithm working algorithm are fed with the standardized scale input set for the best classification output of 

the patient entry. 

 

Data Visualization 

Data visualization involves in the analyzing and evaluating the dataset with the visual representation of data. It is 

used to communicate information clearly and efficiently, data visualization are used to identify the outliers present 
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in the dataset. The performance of the different module are plotted in the graph to compare the accuracy of the 

different module for the different input dataset.  

 

Algorithms 

Support vector machine 

Support Vector Machine (SVM) is used for the classification purpose where this algorithm use the discriminative 

classification. The algorithm works by separating the hyper plane in order to form the cluster of similar property 

data. Once the model is constructed they are given with the training input set that undergoes the hyper plane division 

and the test data are given for the evaluation of the constructed model and patient entry are given classified.  

 (     )  ∑   
      

 

 
∑   
   ∑   

       ( (  
 
)   (  ))                                                                          

………….(1) 

Where,  

          x - Input (x)  

          xi - Support vector 

 

Navie Bayes 

Bayesian classification comes under the supervised learning technique where the system is provided with the labeled 

dataset. The model works on the probabilities of the attribute occurrence of each attributes in the dataset. The 

outcome of the system is influenced by the probabilities of occurrence of the attribute in the dataset. Navie Bayes 

classifiers are categories on the probability of the attributes in the dataset, they produce the high efficiency when 

they are fed with the text format dataset. The classifier is capable of solving both the predictive and classification 

system models. Bayesian classifier assumes the probabilistic model which enables us to capture the uncertainty in 

the system constructed. The system exhibits a robust characteristic to the noisy input dataset.  

                   (   )  
 (   ) ( )

 ( )
    …………..(2) 

Where, 

 (   ) – Likelihood 

 ( )                          

 (   )                        

            ( )                              

 

Decision Tree  

A decision tree is a tree that are constructed by the classification on the attributes, they form a tree like a structure 

and classify the attributes on their similar characteristics.   The decision tree consist of the control and conditional 

statement which are used to classify the patient dataset, it is one of the powerful tool that is used for the 

classification and prediction. Decision tree construct a flow chart like structure where the internal nodes in the tree 

structure indicate the test in the attributes and the braches indicate the outcome of the each test performed in the 

node. Once the model is constructed they are fed with the test and training dataset input for the evaluation of the 

model performance for a single input and they are scored for their performance.  

                ( )  ∑   
       ( )      ( ) ……..(3) 

  Where, 

        S - Current data set for which entropy being calculated 

         C - Set of classes in S 

         P(c) – Proportion of the number of elements in class c to number of elements in set S 

 

Random Forest 

Random forests or random decision forests are an ensemble learning method which has the number of decision tree 

model constructed and the random set of input are given to these decision tree. The random forest corrects over 

fitting error that might occur in the decision tree when they are not provided with the depth value for the decision 

tree. Input to the model are provided to the system by dividing the given input randomly for the efficient working of 

the algorithm. These algorithm can be used for the both prediction and regression systems. 

 ( )  ∑   
       ( )      ( )  ………..(4) 

 

K-Nearest Neighbor 

K-nearest neighbors (KNN) comes under the supervised learning technique where the classifier use the clustering 

technique to classify the characteristics of the attributes. The K value determines the output of the model, the system 
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works such a way that the characteristics of the k nearest neighbor of the patient input and hence decision that the 

patient displays the same character as its k neighbor. The patient entry are plotted and the distance between the 

various data’s that are plotted and the output is determined by its k number of neighbor.  

                 (   )  √∑   
   (     )

   ……..(5) 

Where, 

          N – Number of nearest neighbor. 

          b, a – Measure the hamming distance 

 

Implementation 

The system can be implemented through downloading the anaconda environment, which is to be installed to run the 

python platform in it. Once the installation of the environment are done the spyder IDE are installed through the 

anaconda environment. The modules like scikitlearn, matplotLib, pandas and cmode are installed for the 

construction of the machine learning model. The output are visualized through matplotLib. 

 

Snapshots 

The data’s from the csv file are extracted in the very first stage and the shape of the data set are identified. The 

unnamed or empty attribute set are deleted and the string or the character values in the dataset are changed to a 0 or 

1, as you could see in the output Fig.2, that shows the number of benign[0] and malignant[1] type of cancer patients 

count are displayed. 

 

 
Fig 2:-Attributes Transformation 

 

The density of the each attribute are plotted in the graphical format as shown in Fig.3, and the correlation map is 

also plotted in this system, these map help us to identify the relation and the influence of one and other attributes. 
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Fig.3:-Density and Correlation of attributes 

 

Once the data are cleaned and pre-processed they are fed into the five constructed modules namely Decision Tree, 

Support Vector Machine, k-Nearest Neighbor and Random Forest. The performance of these modules are stored in 

the result list and are displayed as shown in the Fig.4. The score of these modules are plotted as a graph and 

displayed. 

 

 
Fig 4:-Performance comparison of the classifier before standardization 
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The performance of each classifier are identified and viewed, Now the performance of these classifier are improved 

by using the standardization technique to it. The process of standardizing the dataset help us to avoid analyzing the 

outlier in the module, with this the performance of the each algorithm can improve in a dramatic way. The 

algorithms performance score after implementing these modules using the standardized dataset are given in the 

Fig.5. 

 

 
Fig. 5:-Performance comparison of the classifier after standardization 

 

The performance of the classifier are compared by giving two set of dataset as an input. Now the optimal working 

algorithm out of all the five is Support Vector Machine is identified and the standard scalar function is applied to 

this algorithm to further enhance the performance of the algorithm. As you could see in the Fig.6, where the 

accuracy score of the algorithm is improved from 96.4% to 99.1%. The SVM algorithm is now used to classify the 

patient input data set whether the patient is affected with benign or malignant type of cancer. 
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Fig 6:-Classifying patient data 

 

Conclusion:- 
In this paper, the various classifiers are used in the classification of breast cancer and the standardization technique 

is used to increase the performance of the constructed model using the scalar function in it. We have presented the 

five models accuracy score and the influence of standardization in the improvement of these classifiers accuracy. 

Finally the patent entry are given and the type of breast cancer is identified using the optimal performing classifier. 

The support vector machine has the higher efficiency in classifying the type of breast cancer 
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