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A novel Adaptive Weighted Median Filter Based on Back Propagation 

Neural Network (AWM/BPNN) filter is proposed for reducing noise in 

medical images and improving the performance of median-based 

filters. The proposed filter achieves its effect through the linear 

combinations of the median based filters and neural network technique. 

In this proposed system is a three-stage process. In the first stage, the 

adaptive technique is used to determine whether the pixel is corrupted 

or uncorrupted. In the second stage, the weights of the Weighted 

Median (WM) filter are calculated by using Back Propagation Neural 

Network (BPNN) algorithm. In the final stage, the corrupted pixel 

value is replaced by the weighted median value. The visual and 

performance metrics show that the proposed filter outperforms many of 

the standard median filters in terms of noise removal with edge 

preservation.     
                 Copy Right, IJAR, 2018,. All rights reserved. 

…………………………………………………………………………………………………….... 

Introduction:- 
The advent of Computed Tomography (CT) imaging, it has been used at an ever-increasing rate and has been 

established as one of the most significant techniques in the field of medical diagnostic technology.  However, The 

CT images suffer from a type of quantum noise that represents one of the major sources of image quality 

degradation [1]. Median filtering technique is a nonlinear filtering as opposite to linear image filtering that has 

control on image noise at the same time as on valuable information. It can eliminate a noise without destroy to a 

primary information. Median filters are used to remove noise as well as to conserve sharp edges in image efficiently. 

The median filter is extremely attractive, because it sorts pixels considering brightness in order to get pixel value 

after filtering. In input image, pixel values are not similar to their neighbors. Great differences between neighboring 

pixel values indicate a high probability of noise existing in the image [2]. 

A Weighted median filter is an extension of the median filter. It introduces the concept of weight coefficient into the 

median filter. Weighted median filters are used to reduce impulsive noise and to preserve the sharp edges in image 

signal efficiently [3]. This paper aims to design and utilize a method for determining proper weight coefficients 

based on supervised feed-forward neural networks which use back-propagation learning techniques.  

In the proposed algorithm, the noisy pixel is distinguished then replaced with the weighted median value and leaving 

the remainder image pixel values unchanged. The weights of the WM filter are generated by using BPNN algorithm 

[4]. The objective of the system is to suppress the noise while preserving image details. The performance of the 

proposed filter is measured with metric values.  
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Principles Of Proposed Algorithm:- 

The proposed algorithm is a decision-based algorithm. It first detects the noisy pixel based on the absolute 

difference between the pixel values to their neighbors by using the adaptive method. If it has a big difference, that is 

indicated as a noisy pixel [5]. The Back Propagation Neural Network (BPNN) helps to determine the weight of 

coefficients for the weighted median filter. Each neuron in the BPNN used to configure a pixel in the image. The 

operation of the neuron represents the binary weight median filter. On the correction stage, the corrupted pixel is 

replaced by the weighted median value in the 3X3 filtering window [6]. This process is repeated for the entire 

image. 

 

Fig.1:-Outline of proposed methodology 

Determine the Weight coefficients by using BPNN:- 

BPNN is a supervised learning system as well it is a generalization of the delta rule. It can calculate the desired 

output for any input in the training set. The vector value of an image is an input to the Back Propagation Neural 

Network. The BPNN gives the weighted coefficients of an image [7]. In the BPNN system, image structure with 

three layers of neurons as is illustrated in Fig 2.  

 

Fig.2:-BPN Network 

The number of the neurons of the first layer is equal to the projection data which we get from an original image. The 

next layer is the hidden layer and has a same number of neurons to the pixels of the image. The number of neurons 

of the output layer is the same as that of the input layer.   

During the training phase, the training data is fed into the input layer. The data is propagated to the hidden layer and 

then to the output layer. This is called the forward pass of the back propagation algorithm [7]. In further pass, every 

node in hidden layer obtains input from each the nodes from input layer that are multiplied by appropriate weights 

and then summed. The output of the hidden node is the nonlinear transformation of the resulting sum. The output 

values of the output layer are measure up to with the target output values. The target output values are those that try 

to teach the network. The weight matrix is verified by the method Perceptron Delta Rule, and the projection data 

can be calculated from the second layer, and inputted to the third layer [12]. 
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A common method of training a neural network in which the initial system output is compared to the desired output 

and the system is adjusted by the difference between the two is minimized. In a back propagation neural network, 

each neuron adjusts its weights according to what output was expected of it, and the output it gave. This can be 

mathematically expressed by the Perceptron Delta Rule [13]: 

output) (actualdoutput) (desireδ  where

δixiΔw




 

 

Remember that wi is the array of weights and xi is the array of inputs.  

 
Fig.3:-Methodology of determine the weight coefficients 

Calculate the weighted Median Value:- 

This method can choose to utilize a weighted median filter with longer window like 2N + 1 to suppress noise 

efficiently and at the same time protect details lasting less than N + 1 points [8]. The general weighted median filter 

structure is as follows,  

X = [X1, X2, X3………. Xn] 

W = [W1,W2,W3……..Wn] 

WM = MED[W1 * X1 ,W2 * X2,W3 * X3……….Wn *  Xn] 

„X‟ is the input values form an input image, „W‟ weighted coefficients from BPNN and „WM‟ is the weighted 

median value [11]. 

Replace the noisy pixel by weighted median value:- 

The adaptive method has been applied widely for performs spatial processing to determine which pixels in an image 

have been affected by noise. It classifies pixels as noise by comparing each pixel in the image to its surrounding 

neighbor pixels. A pixel, which is different from a greater part of its neighbor pixels and being not structurally 

aligned with those pixels to that it is similar, is labeled as noisy pixel. The adaptive process works on a sub-block 

(Sxy) of the input image. It changes the size of Sxy during the filtering operation based on certain conditions [9]. The 

following notation is used:- 

xymax

med

xymax

xymin

S of size allowed maximum  S

y)s(x,coordinate at value pixel     xy

filter(WM) median            

 weighted from  value pixel medianZ

S in value pixel maximumZ

S in value pixel minimumZ











 

The adaptive median filtering algorithm works in two levels. We can denote it by level A and level B as follow [9]: 

Level A:- 

 IF (Zmin < Zmed < Zmax) then 

Zmed is not a noise go to level B to test if Zxy is a noise 

ELSEZmed is a noise 
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1. Increase the window size 

2. Repeat Level A until... 

Zmed is not a noise  

  

Level B:-   
IF (Zmin < Zxy < Zmax) then 

 Zxy is not a noise  

Output is Zxy  

ELSEZxy is a noise 

Output is WM  

 

Proposed Algorithm Description:- 

The proposed algorithm is basically a two stage algorithm in which the first stage is the noise detection and the 

second stage is noise removal. The main stages of the proposed algorithm to noise removal is as follows,  

Step 1: Get the noisy image as X. 

Step 2: Calculate weight matrix form input image X (i,j) as W (i,j) = w1,w2,….,wn  by using the method Perceptron 

Delta Rule in BPNN.  

Step 3: Using the above weights to calculate weighted median value as follows, 

1. If the selected window, ranges from X = [x1, x2...xn], W = [w1, w2...wn]. 

 

2. WM = Med [w1 * x1 ,w2 * x2,w3 * x3……….wn *  xn] 

 

Step 4: Calculate the number of detected noisy pixels per N × N window by detecting noisy pixel using 3 × 3, 5 × 5 

and 7 × 7 windows on input image X. 

 Step 5:Sort all the pixels NxN sub window „sw‟ from original image X (i, j). Find the med value of „sw‟. It 

frequently increases the „sw‟ size by comparing median value with extreme values of image. However, the biggest 

intensity differences are assigned to corrupted pixels by noise.  

Step 6: Determines the corrupted and uncorrupted pixels adaptively as per the above step. If it is a corrupted pixel 

then its value is replaced by weighted median value 'WM' 

Step 7:  If it is an uncorrupted pixel and its value is left unchanged to preserve the edge and other significant details 

in medical image. 

Step 8: The process is done iteratively.In this paper, we propose a design of the adaptive weighted median filter, 

based on the Perceptron Delta Rule by using a back-propagation algorithm. 

 

Evaluation Parameters And Experimental Results:- 

In order to test whether the proposed algorithm in this paper can effectively filter the medical image noise with 

different densities and reserve the image details, some experiments are carried out on the platform of Matlab7.0 by 

the liver cancer CT images with size of 256×256. With this experimental result, we have made a comparison along 

with the proposed filter by the standard median filter, weighted median (WM) filter and adaptive median (AM) filter 

in that our method proves to be greater. Objective results are shown for all filters as follows, 
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Fig4:-Results of Median based filters on CT image affected by noise. 

 

From the above results it is found that the proposed filter is outperforming in denoising procedures without losing 

the useful information such as edges and textures. In Fig 4, (a) represents the median, the second image (b) 

represents the WM, the third (c) represents the AM and the fourth (d) represents our proposed method. It is evident 

from these figures that the above denoised images using our proposed method have better visual quality than that 

using other median based filters.  

 

Table 1:-Comparison of Results of WM, AM, CWM and HE/ACWM filters  
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Fig5:-Performance elevation metrics for Median, WM, AM and AWM/BPNN filters. 

 

In Table 1, results shown that the SNR,SSIM gains and RMSE,MAE decreases to CT scan images for our proposed 

technique [14] [15]. The above results and analysis illustrates that the proposed method outperforms over the 

existing median based filter methods. 

 

A median filter among conventional methods performs well for low-density noise but for higher densities, it 

provides artifacts along edges. AMF and AWMF fail to remove noise, whereas SAMF [16] [17] restore all noisy 

pixels but blurring edges of medical image. The proposed method not only preserves edges for low density of noise 

but also performs very well for noise density as high as 90%. Existing method totally fails to protect regions which 

have pure white or pure black background. since pure white or pure black regions give confusion as they have same 

intensity as of the impulse noise but the proposed method, irrelevant of intensity values and provides edge as well as 

detail preservation in all cases. 

 

Conclusion:- 
Denoising of images is a major task in medical image processing system. In this paper, a new method for getting the 

weight coefficients based BPNN techniques has been designed and implemented. Adaptive weighted median filter 

based neural network shows efficient noise suppression and an excellent image detail-preserving capability for liver 

cancer CT scan image. The effectiveness of the proposed method is demonstrated by the experimental results. The 

proposed filter can eliminate the noise without deteriorating the original image. Experimental results show the 

proposed method can improve the filtering performance significantly.  
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