
 

 

Automated Customer Segmentation AI-Powered Lead Scoring for Edtech 1 

Abstract 2 

EdTech companies collect vast amounts of data, such as browsing behavior, email engagement, and other contact details, which can 3 
be leveraged through predictive analytics to estimate a lead’s purchase probability. This study investigates the use of machine 4 
learning for prospect scoring using a dataset of approximately 9,000 educational lead records. The objective is to enhance lead 5 
conversion rates by predicting the likelihood of conversion using historical behavioral data and engagement metrics. The problem is 6 
approached as a binary classification task, where supervised learning algorithms such as logistic regression, decision tree, and 7 
ensemble methods like random forest are applied. Purchase timestamps are used to define activity windows for converted leads, 8 
ensuring fair data representation. The models are evaluated using accuracy, precision, recall, and ROC-AUC. Among them, logistic 9 
regression achieved the highest accuracy and interpretability, while random forest provided valuable insights through feature 10 
importance analysis. The results demonstrate that machine learning-driven lead scoring can effectively prioritize high-potential 11 
leads, optimize marketing and sales strategies, and offer actionable business insights through visual analytics for decision makers. 12 
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1. Introduction 15 

In today’s competitive market, effective customer acquisition is vital, and lead scoring plays a key role by 16 

helping businesses prioritize potential customers based on their engagement behaviors, such as website visits 17 

and email interactions [1]. Traditionally, this has been a manual process, assigning importance to each 18 

customer activity to rank leads. However, manual methods are often limited in scale and accuracy. 19 

This article explores how machine learning can automate and enhance lead scoring in the B2C sector. Using 20 

real-world data, various models are developed and evaluated to overcome data preparation challenges and 21 

improve prediction accuracy. With a historical conversion rate of 30–40%, the goal is to help businesses target 22 

high-potential leads and increase conversions to 80%. Visual analytics are also applied to reveal actionable 23 

insights, supporting smarter decision-making and improving overall marketing efficiency through data-driven 24 

strategies. 25 

2. Background 26 

In the digital age, businesses generate vast amounts of data [2], leading to a shift toward data-driven decision-27 

making [3], especially in marketing and CRM. Relationship marketing, which focuses on creating value 28 

through ongoing collaboration with customers [4], relies heavily on digital data to stay competitive [5]. By 29 

analyzing interactions from digital channels, companies can better identify and convert leads. 30 

Integrating business analytics and machine learning into CRM enhances customer tracking and lead scoring 31 

efficiency [6]. Traditional intuition-based methods are now being replaced by automated systems [7] that 32 

detect user behavior trends to predict conversions [8]. Despite available tools, practical research on applying 33 

automation across the B2C sales funnel remains limited, underscoring the need for further study [8]. 34 

2.1 Manual Lead Scoring 35 

Before diving into automated approaches, it's important to understand the conventional method widely used in 36 

industry manual lead scoring. As noted by Marion [9], this approach presents several critical limitations. One 37 

of the main concerns is that manual lead scoring lacks a foundation in statistical evidence, often relying on 38 

subjective assessments rather than data-driven insights. Typically, it uses a variety of demographic, 39 

behavioral, or firmographic Since this method usually depends on a scoring matrix, businesses must regularly 40 

revise and update it to stay aligned with changing market conditions a process that can be both labor-intensive 41 

and inefficient. Marion [9] highlights these issues through an experiment involving 800 leads evaluated using 42 

manual scoring. The results showed no significant difference between leads tagged as ―ready for sales‖ and a 43 

random group of unscored leads. The study emphasizes that without a solid understanding of statistics, 44 

accurately assigning weights to lead behaviors is nearly impossible. Additionally, the manual process demands 45 

continuous adjustments, which consumes time that could be better allocated elsewhere. Bohlin [10] also 46 
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Table 1: Example manual lead scoring matrix [9] 59 

critiques this approach, arguing that even when assumptions are used to develop rules and weights, manual 60 

lead scoring remains suboptimal. 61 

2.2 Components of Lead Scoring 62 

Lead scoring is a key part of CRM that assigns numerical values to prospects, helping prioritize leads based 63 

on conversion likelihood [11]. Higher scores guide leads to sales, while lower ones may enter nurturing 64 

workflows [12]. The model's success depends on selecting relevant variables, including implicit behavioral 65 

data and explicit user information [12]. Leading firms often use behavioral inputs and complex models for 66 

better performance [12]. 67 

As a predictive analytics method, lead scoring uses statistical tools to forecast outcomes [13]. Predictive 68 

marketing builds on this by personalizing customer journeys through data insights and lower computing costs 69 

[13]. Machine learning—particularly supervised learning—is commonly applied to predict lead conversions 70 

from historical data [14]. Bayesian networks [11] and modern ML approaches [15] enhance sales efficiency, 71 

even in limited data scenarios. 72 

2.3 Machine Learning Applications in Customer Relationship Management 73 

Machine learning has many effective applications in customer relationship management (CRM), enhancing 74 

decisions across the customer journey [16]. Key techniques include classification, clustering, regression, 75 

forecasting, and visualization, using algorithms like decision trees, KNN, genetic algorithms, neural networks, 76 

and logistic regression. These approaches support tasks such as lead scoring, segmentation, and behavior 77 

prediction. 78 

Real-world use cases highlight their impact. A study in [17] built a loyalty prediction framework using 79 

random forest, logistic regression, and neural networks, with random forest showing strong accuracy and 80 

AUC. Another case in [18] combined a genetic algorithm and neural network for direct marketing, using 81 

feature selection to improve interpretability and profit-focused decision-making. 82 

3. Literature Review 83 

Traditional lead scoring methods often rely on manual rules that can be biased and subjective. To overcome 84 

this, predictive lead scoring leverages historical data and machine learning to identify traits linked to 85 

successful conversions. As Syam and Sharma [1] suggest, AI is transforming marketing decisions, with 86 

models like logistic regression and decision trees widely used to assess leads based on demographics and 87 

behavior. Chorianopoulos [6] and Duncan and Elkan [7] stress the value of analytics and probabilistic 88 

modeling in improving CRM and lead prioritization. Behavioral scoring, focusing on user interactions like site 89 
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visits, is especially effective in fast-changing sectors like EdTech. Järvinen and Taiminen [8] also highlight 90 

real-time tools that enhance automated B2B marketing. 91 

In EdTech, AI can analyze user behavior to identify high-potential leads, streamlining marketing efforts. 92 

Research shows supervised learning models perform well when trained on features like traffic source, activity 93 

frequency, and geography. Marion [9] and Bohlin [10] argue that manual scoring is outdated, advocating for 94 

automation. Models are typically evaluated using ROC-AUC to measure classification accuracy [14]. 95 

Frameworks like Demandbase allow for real-time scoring by combining historical and current data, helping 96 

businesses focus on quality leads, improve conversions, and reduce wasted effort. 97 

4. Methodology 98 

The methodology adopted for this lead scoring project is structured around a clear, step-by-step machine 99 

learning workflow. It begins with gathering lead-related data, such as user activity and source of origin, 100 

followed by a thorough preparation phase. This includes managing missing entries, transforming categorical 101 

attributes through encoding, and normalizing numerical features to ensure uniformity. These preprocessing 102 

steps help prepare the dataset for reliable and effective model training. By refining the input data, the system 103 

becomes more capable of identifying meaningful patterns related to lead conversion behavior. 104 
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Figure 1: Proposed Methodology 112 

Following data preparation, the project focuses on building and evaluating predictive models. Various 113 

algorithms like Logistic Regression, Decision Trees, and Random Forests are trained and compared using 114 

metrics such as AUC-ROC and lift curves. After evaluating the models, Logistic Regression is selected for its 115 

performance and ease of interpretation. The model helps prioritize leads by assigning scores, allowing the 116 

business to focus on those most likely to convert. This data-driven prioritization is expected to significantly 117 

improve the efficiency of the sales team and boost overall lead conversion rates. 118 

4.1 Dataset 119 

The dataset analyzed in this study contains 9,241 records, each representing a potential lead for an EdTech 120 

platform. It features 36 attributes that provide a well-rounded view of user behavior, demographics, and 121 

interactions. Key variables include lead source (e.g., Google, Facebook), lead origin (e.g., API, Landing Page 122 

Submission), and last activity (e.g., Email Opened, SMS Sent). Initially, the data is in an unstructured format. 123 

The dataset also includes numeric data such as total time spent on the website and page views per visit, 124 

offering insights into engagement levels. The target variable, lead conversion status, enables binary 125 

classification modeling. These varied data points make the dataset ideal for training machine learning models 126 

aimed at predicting conversion likelihood. 127 

Collected from real operational data, the dataset reflects actual customer behavior, making it valuable for real-128 

world applications like lead scoring, sales prioritization, and personalized marketing. Features such as 129 

academic specialization, course preferences, and city information add context that can enhance predictive 130 

accuracy. The presence of missing values and outliers introduces opportunities for data preprocessing, 131 

including imputation and outlier handling. With around 90% of the data usable for training and 10% for 132 

testing, the dataset is well-structured to support robust model development and performance evaluation, 133 

ultimately helping EdTech businesses improve conversion strategies and customer engagement. 134 
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4.2 Data Preprocessing 137 

To ensure consistency and quality, the following preprocessing steps were applied: 138 

 Handled Missing Data: Removed columns with too many missing values and filled others with 139 

suitable replacements. For categorical data it filled with ―Unknown‖ or ―Not Specified‖ and for 140 

continuous data it filled with mean or median. 141 

 Dropped Unnecessary Columns: Eliminated duplicate or irrelevant columns that didn’t contribute to 142 
the model. 143 

 Outlier Detection: Use IQR (Inter Quantile Range) method for detecting the outliers and cap extreme 144 
values or remove them to get cleaner numeric data with minimized impact of outliers. 145 

 Feature Engineering: To modify or edit the features in the dataset. To combine one or more features to 146 

make it single one to reduce the complexity of the model. 147 

4.3 Modeling Approaches 148 

Multiple machine learning algorithms were evaluated for lead score conversion. As our usecase is a 149 

classification model so that we used classification algorithms. 150 

 Logistic Regression: A simple classification method that estimates the probability of a lead converting 151 
by fitting data to a logistic curve. As our project is binary classification so logistic regression is used, it 152 

performs well on binary classification. 153 

 Decision Tree: Builds a tree-like model of decisions by splitting data based on feature values, making 154 
it easy to interpret outcomes. It suited for regression & classification problems, but it overfits the 155 

model. 156 

 Random Forest: An ensemble method follows parallel approach that combines multiple decision trees 157 
to improve accuracy and reduce overfitting by averaging their results. Used for regression as well as 158 

classification problem. 159 

4.4 Hyperparameter Tuning 160 

To enhance model performance, Grid Search was employed for hyperparameter tuning. Parameters such as the 161 

number of estimators, maximum depth (for tree-based models), and learning rate (for boosting methods) were 162 

optimized using cross-validation to prevent overfitting and ensure generalization. 163 

4.5 Evaluation Metrics 164 

Models were evaluated using the following metrics: 165 

 Accuracy: Represents the percentage of total correct predictions but can be unreliable when the dataset 166 

has imbalanced classes like more non-converted leads. 167 

 Precision: Measures how many leads predicted as "converted" were actually correct, helping reduce 168 
false positives and improve targeting accuracy in marketing campaigns. 169 

 Recall: Indicates how many actual converted leads were correctly identified by the model, ensuring 170 
fewer missed opportunities in lead follow-ups. 171 

 ROC-AUC: Shows the model’s ability to differentiate between converted and non-converted leads 172 

across various thresholds, with higher scores reflecting better performance. To compare the 173 

performance of different algorithms ROC-AUC curve will be used. It’s a plot between FPR and TPR.  174 

5. Results & Discussion 175 

Based on the final dataset described in the previous section, three different machine learning algorithms were 176 

selected to be tested motivated by the findings in our literature review on the most widely used algorithms in 177 

customer relationship management:  178 



 

 

 Logistic Regression (LR) [14]: A well-established generalized linear model frequently applied to 179 

binary classification tasks, estimating the likelihood of class membership based on input features. As 180 

our problem is binary classification so logistic regression is used, it performs well on binary 181 

classification. 182 

 Decision Trees (DT) [20]: These models build hierarchical decision rules based on dataset features. 183 
They are widely appreciated for their interpretability and ability to explain predictions through logical 184 

if-then conditions. It suited for regression & classification problems, but it overfits the model. 185 

 Random Forests (RF) [21]: A tree-based ensemble method that mitigates the overfitting tendency of 186 
individual decision trees by generating multiple de-correlated trees and averaging their outputs to 187 

make predictions. To compare the performance of different algorithms ROC-AUC curve will be used. 188 

It’s a plot between FPR (False Positive Rate) and TPR (True Positive Rate). 189 

To evaluate model effectiveness, several metrics derived from the confusion matrix were used [14]. These 190 

include counts of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN), 191 

where a "positive" denotes a successfully converted lead. In addition to basic accuracy, metrics like precision, 192 

recall, sensitivity, and specificity were calculated to better understand the model's behavior under different 193 

types of errors. 194 

A key evaluation metric applied was the Area Under the Receiver Operating Characteristic (ROC) Curve 195 

(AUC), which measures the model’s ability to differentiate between classes by plotting true positive rates 196 

against false positive rates at various threshold levels. 197 

Given the class imbalance in the dataset, SMOTE (Synthetic Minority Oversampling Technique) was used to 198 

create a more balanced training set. Additionally, 10-fold cross-validation was implemented to ensure robust 199 

and unbiased model performance estimates. 200 

An initial exploration of data aggregation strategies was conducted, and after evaluating potential biases, a 201 

single aggregation method was selected for final model refinement and detailed analysis. 202 

Data exploration reveals diverse lead characteristics. The distribution of lead sources (Figure 2) shows that 203 

prospects come from multiple channels (e.g. Google, Organic Search, etc.) without a single dominant source, 204 

underscoring the need to treat “Unknown” as a category during imputation. The distribution of total website 205 

visits (Figure 3) is right-skewed: most leads made only a few visits, but a minority visited frequently. 206 

Similarly, the page views per visit distribution (Figure 4) indicates most leads browsed a small number of 207 

pages per visit, with few high-engagement outliers. These behavioral features reflect varying levels of 208 

engagement. 209 

Lead Source Analysis (Figure 2): Leads came from various platforms (Google, ads, chat); missing sources 210 

were treated as 'unknown' to retain all data. 211 

Website Visit Behavior (Figure 3): Most leads visited the site only 1–3 times, showing low engagement; data 212 

was right-skewed and scaled for modeling. 213 

Page Views per Visit (Figure 4): Similar skew observed—most users viewed few pages, while some viewed 214 

many, indicating high intent; this was used as a behavioral signal. 215 

Last Activity Engagement (Figure 5): Actions like email opened or SMS sent reflect engagement level; rare 216 

but important activities were retained or grouped for better prediction. 217 

Country Information and Imputation (Figure 6): 26.6% of entries lacked country info; missing values were 218 

filled using city data where possible, mostly as 'India' or 'unknown'. 219 

City-wise Distribution (Figure 7): A few cities (e.g., Mumbai, Thane) generated most leads; similar cities were 220 

combined, and city was kept as a key categorical feature. 221 
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In summary, the exploratory analysis reveals that leads differ significantly in their origin, level of engagement, 226 

and geographical location. We move forward with the cleaned and encoded dataset into the process of training 227 

the model.  228 

5.1 Model Performance: Table 2 provides an overview of the key performance metrics of our models, 229 

including accuracy, precision, recall, and F1 score, on both the training and test datasets. Logistic regression 230 

attained an AUC of 0.9217 on the training set and 0.9094 on the test set. The decision tree achieved an 231 

accuracy of 0.9105 (train) and 0.8956 (test). The random forest achieved an accuracy of 0.9106 in both the 232 

training and test sets. All models have high AUCs (>0.89), but logistic regression is slightly better than the 233 

other methods on the validation set. This implies that the generalization is most effective, possibly because 234 

regularization helps prevent overfitting, while the tree and forest models show slightly lower test AUC scores. 235 

Model accuracy of the training set accuracy of testing set.  236 

Model AUC of Training Set AUC of Testing Set 

Logistic Regression 0.9217 0.9094 

Decision Tree 0.9105 0.8956 

Random Forest 0.9106 0.9000 

Table 2: AUC Scores of Different Models 237 

Figure 8 (below) displays the receiver operating characteristic (ROC) curves for each model on the test set. 238 

We observe that the logistic model's receiver operating characteristic (ROC) curve is slightly above the 239 

random forest's, resulting in the highest area under the curve (AUC). The variation is slight, suggesting that all 240 

models are fairly effective in distinguishing between the two groups. Considering the logistic model's 241 

simplicity and interpretability, we choose it as the primary scoring model for our subsequent analysis.  242 
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Figure 8: ROC Curves of Different Models 244 

The chosen logistics model assigns a probability score for conversion to each lead. To translate this into a 245 

sales strategy, we calculate a lift curve. Based on the data, the average conversion rate was around 38%. To 246 

achieve an 80% conversion rate (more than double the baseline), it would be necessary to prioritize the leads 247 

with the highest scores. Our lift analysis indicates that reaching out to approximately the top 30–35% of leads 248 

based on their score results in an estimated conversion rate of around 80%. In essence, if sales reps focus on 249 

the top third of scored leads, they can achieve the CEO's goal of achieving an 80% conversion rate. By 250 

automating lead prioritization, the team can prevent wasting effort on low-probability leads and instead focus 251 

on allocating resources to those that have the highest potential for enrollment.  252 

6. Conclusion & Future Scope 253 

This case study highlights the use of AI-driven lead scoring in EdTech using logistic regression, achieving 254 

strong predictive performance (AUC ~0.91), this model is used for classification model & it performs well on 255 

binary classification. Prioritizing the top 35% of leads led to an estimated 80% enrollment rate, showcasing 256 

the model’s effectiveness. Integrating this system into a CRM can help sales teams focus on high-potential 257 

leads in real time, improving conversion rates. 258 

In the future, the integration of this system into a full-scale CRM (Customer Relationship Management) 259 

platform can be further enhanced with real-time analytics, AI-driven lead nurturing, and personalized 260 

communication workflows. Advanced machine learning models can continuously learn from new data to 261 

improve lead scoring accuracy. Additionally, integrating with marketing tools can allow sales teams to engage 262 

high-potential leads across multiple platforms , increasing overall conversion rates. Scalability to support 263 

larger datasets and cross-functional team collaboration will also open up opportunities for broader adoption 264 

across various industries beyond EdTech. 265 

The model can be enhanced with real-time data feeds, integrated with marketing automation tools, and 266 

adapted using deep learning techniques for more complex behavior patterns. Expanding to multi-channel 267 

engagement and personalizing outreach based on lead behavior could further boost enrollment efficiency. 268 

 269 
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