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Cloud computing has been envisioned as the next-generation architecture of 

IT enterprise. In contrast to traditional solutions, where the IT services are 

under proper physical, logical and personnel controls, cloud computing 

moves the application software and databases to the large data centers, where 

the management of the data and services may not be fully trustworthy. This 

unique attribute, however, poses many new security challenges which have 

not been well understood. In this article, we focus on cloud data storage 

security, which has always been an important aspect of quality of service. To 

ensure the correctness of users' data in the cloud, we propose an effective and 

flexible distributed scheme with two salient features, opposing to its 

predecessors. By utilizing the homomorphic token with distributed 

verification of erasure-coded data, our scheme achieves the integration of 

storage correctness insurance and data error localization, i.e., the 

identification of misbehaving server (s). Unlike most prior works, the new 

scheme further supports secure and efficient dynamic operations on data 

blocks, including: data update, delete and append. Extensive security and 

performance analysis shows that the proposed scheme is highly efficient and 

resilient against Byzantine failure, malicious data modification attack, and 

even server colluding attacks. 
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Introduction   

Several trends are opening up the era of Cloud Computing, which is an Internet-based development and use 

of computer technology. The ever cheaper and more powerful processors, together with the software as a service 

(SaaS) computing architecture, are transforming data centers into pools of computing service on a huge scale. The 

increasing network bandwidth and reliable yet flexible network connections make it even possible that users can 

now subscribe high quality services from data and software that reside solely on remote data centers. 

Moving data into the cloud offers great convenience to users since they don’t have to care about the 

complexities of direct hardware management. The pioneer of Cloud Computing vendors, Amazon Simple Storage 

Service (S3) and Amazon Elastic Compute Cloud (EC2) are both well known examples. While these internet-based 

online services do provide huge amounts of storage space and customizable computing resources, this computing 

platform shift, however, is eliminating the responsibility of local machines for data maintenance at the same time. 

As a result, users are at the mercy of their cloud service providers for the availability and integrity of their data. 

Recent downtime of Amazon’s S3 is such an example . From the perspective of data security, which has always 

been an important aspect of quality of service, Cloud Computing inevitably poses new challenging security threats 

for number of reasons. Firstly, traditional cryptographic primitives for the purpose of data security protection can 

not be directly adopted due to the users’ loss control of data under Cloud Computing. Therefore, verification of 

correct data storage in the cloud must be conducted without explicit knowledge of the whole data. Considering 

various kinds of data for each user stored in the cloud and the demand of long term continuous assurance of their 
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data safety, the problem of verifying correctness of data storage in the cloud becomes even more challenging. 

Secondly, Cloud Computing is not just a third party data warehouse. The data stored in the cloud may be frequently 

updated by the users, including insertion, deletion, modification, appending, reordering, etc. To ensure storage 

correctness under dynamic data update is hence of paramount importance. However, this dynamic feature also 

makes traditional integrity insurance techniques futile and entails new solutions. Last but not the least, the 

deployment of Cloud Computing is powered by data centers running in a simultaneous, cooperated and distributed 

manner. Individual user’s data is redundantly stored in multiple physical locations to further reduce the data integrity 

threats. Therefore, distributed protocols for storage correctness assurance will be of most importance in achieving a 

robust and secure cloud data storage system in the real world. However, such important area remains to be fully 

explored in the literature. 

 

2. INPUT DESIGN & OUTPUT DESIGN 
INPUT DESIGN:The input design is the link between the information system and the user. It comprises the 

developing specification and procedures for data preparation and those steps are necessary to put transaction data in 

to a usable form for processing can be achieved by inspecting the computer to read data from a written or printed 

document or it can occur by having people keying the data directly into the system. The design of input focuses on 

controlling the amount of input required, controlling the errors, avoiding delay, avoiding extra steps and keeping the 

process simple. The input is designed in such a way so that it provides security and ease of use with retaining the 

privacy. Input Design considered the following things: 

 What data should be given as input? 

 How the data should be arranged or coded? 

 The dialog to guide the operating personnel in providing input. 

 Methods for preparing input validations and steps to follow when error occur. 

 

OBJECTIVES:1.Input Design is the process of converting a user-oriented description of the input into a computer-

based system. This design is important to avoid errors in the data input process and show the correct direction to the 

management for getting correct information from the computerized system. 

2.It is achieved by creating user-friendly screens for the data entry to handle large volume of data. The goal 

of designing input is to make data entry easier and to be free from errors. The data entry screen is designed in such a 

way that all the data manipulates can be performed. It also provides record viewing facilities. 

3.When the data is entered it will check for its validity. Data can be entered with the help of screens. 

Appropriate messages are provided as when needed so that the user  will not be in maize of instant. Thus the 

objective of input design is to create an input layout that is easy to follow 

OUTPUT DESIGN:A quality output is one, which meets the requirements of the end user and presents the 

information clearly. In any system results of processing are communicated to the users and to other system through 

outputs. In output design it is determined how the information is to be displaced for immediate need and also the 

hard copy output. It is the most important and direct source information to the user. Efficient and intelligent output 

design improves the system’s relationship to help user decision-making. 

1. Designing computer output should proceed in an organized, well thought out manner; the right output 

must be developed while ensuring that each output element is designed so that people will find the system can use 

easily and effectively. When analysis design computer output, they should Identify the specific output that is needed 

to meet the requirements. 

2.Select methods for presenting information. 

3.Create document, report, or other formats that contain information produced by the system. 

The output form of an information system should accomplish one or more of the following objectives. 

 Convey information about past activities, current status or projections of the 

 Future. 

 Signal important events, opportunities, problems, or warnings. 

 Trigger an action. 

 Confirm an action. 
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3. SYSTEM ARCHITECTURE 
Existing System:From the perspective of data security, which has always been an important aspect of quality of 

service, Cloud Computing inevitably poses new challenging security threats for number of reasons. 

1 . Firstly, traditional cryptographic primitives for the purpose of data security protection can not be 

directly adopted due to the users’ loss control of data under Cloud Computing. Therefore, verification of correct data 

storage in the cloud must be conducted without explicit knowledge of the whole data. Considering various kinds of 

data for each user stored in the cloud and the demand of long term continuous assurance of their data safety, the 

problem of verifying correctness of data storage in the cloud becomes even more challenging. 

2 . Secondly, Cloud Computing is not just a third party data warehouse. The data stored in the cloud may be 

frequently updated by the users, including insertion, deletion, modification, appending, reordering, etc. To ensure 

storage correctness under dynamic data update is hence of paramount importance.These techniques, while can be 

useful to ensure the storage correctness without having users possessing data, can not address all the security threats 

in cloud data storage, since they are all focusing on single server scenario and most of them do not consider dynamic 

data operations. As an complementary approach, researchers have also proposed distributed protocols  for ensuring 

storage correctness across multiple servers or peers. Again, none of these distributed schemes is aware of dynamic 

data operations. As a result, their applicability in cloud data storage can be drastically limited. 

Proposed System:In this paper, we propose an effective and flexible distributed scheme with explicit dynamic data 

support to ensure the correctness of users’ data in the cloud. We rely on erasure correcting code in the file 

distribution preparation to provide redundancies and guarantee the data dependability. This construction drastically 

reduces the communication and storage overhead as compared to the traditional replication-based file distribution 

techniques. By utilizing the homomorphic token with distributed verification of erasure-coded data, our scheme 

achieves the storage correctness insurance as well as data error localization: whenever data corruption has been 

detected during the storage correctness verification, our scheme can almost guarantee the simultaneous localization 

of data errors, i.e., the identification of the misbehaving server(s). 

1. Compared to many of its predecessors, which only provide binary results about the storage state across the 

distributed servers, the challenge-response protocol in our work further provides the localization of data error 

2. Unlike most prior works for ensuring remote data integrity, the new scheme supports secure and efficient dynamic 

operations on data blocks, including: update, delete and append. 

3. Extensive security and performance analysis shows that the proposed scheme is highly efficient and resilient 

against Byzantine failure, malicious data modification attack, and even server colluding attacks. 

 

4. SYSTEM STUDY 
 FEASIBILITY STUDY: The feasibility of the project is analyzed in this phase and business proposal is put forth with 

a very general plan for the project and some cost estimates. During system analysis the feasibility study of the 

proposed system is to be carried out. This is to ensure that the proposed system is not a burden to the company.  For 

feasibility analysis, some understanding of the major requirements for the system is essential.Three key 

considerations involved in the feasibility analysis are  

 ECONOMICAL FEASIBILITY 

 TECHNICAL FEASIBILITY 
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 SOCIAL FEASIBILITY 

ECONOMICAL FEASIBILITY  This study is carried out to check the economic impact that the system will have on 

the organization. The amount of fund that the company can pour into the research and development of the system is 

limited. The expenditures must be justified. Thus the developed system as well within the budget and this was 

achieved because most of the technologies used are freely available. Only the customized products had to be 

purchased.  

TECHNICAL FEASIBILITY:This study is carried out to check the technical feasibility, that is, the technical 

requirements of the system. Any system developed must not have a high demand on the available technical 

resources. This will lead to high demands on the available technical resources. This will lead to high demands being 

placed on the client. The developed system must have a modest requirement, as only minimal or null changes are 

required for implementing this system.  

SOCIAL FEASIBILITY:The aspect of study is to check the level of acceptance of the system by the user. This 

includes the process of training the user to use the system efficiently. The user must not feel threatened by the 

system, instead must accept it as a necessity. The level of acceptance by the users solely depends on the methods 

that are employed to educate the user about the system and to make him familiar with it. His level of confidence 

must be raised so that he is also able to make some constructive criticism, which is welcomed, as he is the final user 

of the system. 

 

5. IMPLEMENTATION 

Implementation is the stage of the project when the theoretical design is turned out into a working system. 

Thus it can be considered to be the most critical stage in achieving a successful new system and in giving the user, 

confidence that the new system will work and be effective. 

The implementation stage involves careful planning, investigation of the existing system and it’s 

constraints on implementation, designing of methods to achieve changeover and evaluation of changeover methods. 

Main Modules:- 

1. Client Module:In this module, the client sends the query to the server. Based on the query the server sends the 

corresponding file to the client. Before this process, the client authorization step is involved.In the server side, it 

checks the client name and its password for security process. If it is satisfied and then received the queries form the 

client and search the corresponding files in the database. Finally, find that file and send to the client. If the server 

finds the intruder means, it set the alternative Path to those intruder.  

2. System Module:Representative network architecture for cloud data storage is illustrated in Figure 1. Three 

different network entities can be identified as follows: 

• User: Users, who have data to be stored in the cloud and rely on the cloud for data computation, consist of both 

individual consumers and organizations. 

• Cloud Service Provider (CSP):A CSP, who has significant resources and expertise in building and managing 

distributed cloud storage servers, owns and operates live Cloud Computing systems,. 

• Third Party Auditor (TPA): An optional TPA, who has expertise and capabilities that users may not have, is 

Trusted to assess and expose risk of cloud storage services on behalf of the users upon request. 

3. Cloud data storage Module: 

Cloud data storage, a user stores his data through a CSP into a set of cloud servers, which are running in a 

simultaneous, the user interacts with the cloud servers via CSP to access or retrieve his data. In some cases, the user 

may need to perform block level operations on his data..users should be equipped with security means so that they 

can make continuous correctness assurance of their stored data even without the existence of local copies. In case 

that users do not necessarily have the 

time, feasibility or resources to monitor their data, they can delegate the tasks to an optional trusted TPA of their 

respective choices. In our model, we assume that the point-to-point communication channels between each cloud 

server and the user is authenticated and reliable, which can be achieved in practice with little overhead. 

4. Cloud Authentication Server: 

The Authentication Server (AS) functions as any AS would with a few additional behaviors added to the typical 

client-authentication protocol. The first addition is the sending of the client authentication information to the 

masquerading router. The AS in this model also functions as a ticketing authority, controlling permissions on the 

application network. The other optional function that should be supported by the AS is the updating of client lists, 

causing a reduction in authentication time or even the removal of the client as a valid client depending upon the 

request 

5. Unauthorized data modification and corruption module: 
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One of the key issues is to effectively detect any unauthorized data modification and corruption, possibly due to 

server compromise and/or random Byzantine failures. Besides, in the distributed case when such inconsistencies are 

successfully detected, to find which server the data error lies in is also of great significance 

6. Adversary Module: 

Security threats faced by cloud data storage can come from two different sources. On the one hand, a CSP can be 

self-interested, untrusted and possibly malicious. Not only does it desire to move data that has not been or is rarely 

accessed to a lower tier of storage than agreed for monetary reasons, but it may also attempt to hide a data loss 

incident due to management errors, Byzantine failures and so on. 

On the other hand, there may also exist an economicallymotivated adversary, who has the capability to compromise 

a number of cloud data storage servers in different time intervals and subsequently is able to modify or delete users’ 

data while remaining undetected by CSPs for a certain period. Specifically, we consider two types of adversary with 

different levels of capability in this paper: 

Weak Adversary: The adversary is interested in corrupting the user’s data files stored on individual servers. Once a 

server is comprised, an adversary can pollute the original data files by modifying or introducing its own fraudulent 

data to prevent the original data from being retrieved by the user.  

Strong Adversary: This is the worst case scenario, in which we assume that the adversary can compromise all the 

storage servers so that he can intentionally modify the data files as long as they are internally consistent. In fact, this 

is equivalent to the case where all servers are colluding together to hide a data loss or corruption incident. 

 

6. CONCLUSION 

In this paper, we investigated the problem of data security in cloud data storage, which is essentially a distributed 

storage system. To ensure the correctness of users’ data in cloud data storage, we proposed an effective and flexible 

distributed scheme with explicit dynamic data support, including block  update, delete, and append.We rely on 

erasure-correcting code in the file distribution preparation to provide redundancy parity vectors and guarantee the 

data dependability. By utilizing the homomorphic token with distributed verification of erasurecoded data, our 

scheme achieves the integration of storage correctness insurance and data error localization, i.e., whenever data 

corruption has been detected during the storage correctness verification across the distributed servers, we can almost 

guarantee the simultaneous identification of the misbehaving server(s). Through detailed security and performance 

analysis, we show that our scheme is highly efficient and resilient to Byzantine failure, malicious data modification 

attack, and even server colluding attacks. 

We believe that data storage security in Cloud Computing, an area full of challenges and of paramount importance, 

is still in its infancy now, and many research problems are yet to be identified. We envision several possible 

directions for future research on this area. The most promising one we believe is a model in which public 

verifiability is enforced. Public verifiability, supported in allows TPA to audit the cloud data storage without 

demanding users’ time, feasibility or resources. An interesting question in this model is if we can construct a scheme 

to achieve both public verifiability and storage correctness assurance of dynamic data. Besides, along with our 

research on dynamic cloud data storage, we also plan to investigate the problem of fine-grained data 

errorlocalization. 
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