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Breast cancer-related tumours can form in breast tissue. It is one of the 

leading causes of death for women worldwide and the most common 

type of cancer in females. This article contrasts the detection of breast 

cancer using data mining, machine learning, and deep learning. 

However, each technique has a unique accuracy rate that varies based 

on the circumstances, resources, and datasets used. Many researchers 

have sought to enhance breast cancer detection and prognosis. Our 

main objective is to evaluate and contrast the many Machine Learning 

and Data Mining approaches that are currently in use in order to 

determine which strategy is the most efficient and will support the 

massive dataset with the highest prediction accuracy. This article 

provides all the information a novice needs to comprehend machine 

learning algorithms and lay a strong foundation for deep learning. The 

main objective of this study is to highlight all the earlier research on 

machine-learning algorithms that have been used to detect breast 

cancer. 
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Introduction:- 
Today, one of the most terrible and diversified diseases is breast cancer, which claims the lives of a great deal of 

people worldwide. It ranks as the second most frequent cause of death for women [1]. For the purpose of predicting 

breast cancer, various data mining and machine learning techniques [2] are being used. Finding the best and most 

appropriate algorithm for breast cancer prediction is one of the most important jobs. Breast cancer is brought on by 

malignant tumours, which arise when a cell's growth spirals out of control [3]. The aberrant development of multiple 

fatty and fibrous breast tissues is what causes breast cancer. Cancer cells have spread all over tumours that create 

different stages of cancer. Breast cancer occurs when damaged cells and tissues are disseminated throughout the 

body, and it can appear in a variety of unique ways [4]. Breast cancer that develops when abnormal cells spread 

outside the breast is known as DCIS, sometimes known as non-invasive cancer [5]. Infiltrative Ductal Carcinoma 

(IDC) [7], also known as Invasive Ductal Carcinoma (IDC) [6], is the second kind. IDC cancer develops when 

breast aberrant cells spread throughout all breast tissues and is frequently seen in men [8]. Mixed Tumours Breast 

Cancer (MTBC), commonly known as invasive mammary breast cancer, is the third subtype of breast cancer [9]. 
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Fig 1:- Types of Breast Cancer. 

 

The fourth type of cancer, called lobular breast cancer (LBC) [11], starts inside the lobule. It increases the chance of 

getting more aggressive forms of cancer. The fifth type of breast cancer to develop from invasive ductal cells is 

called colloid breast cancer, sometimes referred to as mucinous breast cancer (MBC) [12]. It occurs when abnormal 

tissues encircle the duct [13]. The most recent type of breast cancer, known as IBC (Inflammatory Breast Cancer), 

causes breast swelling and reddening. This kind of breast cancer rapidly progresses when lymphatic pathways in 

broken cells are shut [14]. 

 

The technique of removing valuable information from huge databases is known as data mining. Any sort of disease 

can be identified using data mining techniques. For instance, a variety of cancer disorders, such as prostate cancer, 

lungs cancer, and leukaemia, can be diagnosed and their prognosis can be predicted using machine learning, 

statistics, databases, fuzzy sets, data warehouses, and neural networks [15]. The basis of conventional cancer 

diagnosis methods is the "gold standard" approach, which consists of three steps (clinical examination, radiological 

imaging, and pathology test) [18]. The typical methodology uses regression to indicate the presence of cancer, 

whereas the most recent machine learning methodologies and algorithms are based on model creation. The model 

was developed to forecast unknown data, and it successfully produced the anticipated outcomes during training and 

testing [19]. The three main approaches on which machine learning is based are preprocessing, features selection or 

extraction, and classification [20]. Feature extraction, the primary machine learning component, assists in the 

diagnosis and prognosis of cancer and may be able to differentiate between benign and malignant tumours [21]. 

Thanks to data mining and machine learning algorithms, we can identify and predict specific types of breast cancer, 

like the one shown in Figure 1. We can get important information about breast cancer patients by using data mining 

techniques including classification, regression, and clustering [22]. We can assess the chances of predicting different 

forms of breast cancer [24] by using the training datasets included in these algorithms [23]. This article is divided 

into various sections. Section II discusses the primary machine learning methods for breast cancer prediction. 

Section III covers the main ensemble methods for predicting breast cancer; Section IV discusses deep learning 

techniques for diagnosing breast cancer; Section V provides a survey of breast cancer; Section VI reviews various 

machine learning and deep learning algorithms; Section VII summarises the studies and resources we used in this 

research; Section VIII provides the discussion; and Section IX brings the study to a close. 

 

Machine Learning Algorithm For Breast Cancer Prediction 

We enter a sizable amount of data, the machine learning model examines the data, and using the trained model, we 

can forecast the future [24], [26], [27]. A method of automatic learning is machine learning [25]. The primary 

machine learning algorithms for predicting breast cancer are as follows: 

 

Artificial Neural Network (ANN): 

Artificial neural networks are a useful method for data mining [28]. A neural network is composed of three layers: 

input, hidden, and output. To extract the overly complex patterns, this technique is used [29]. The approach is based 

on distributed memory [31], network architecture [32]–[34], teamwork, and parallel processing [30]. 
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Logistics Regression (LR): 

The approach uses more dependent variables and is supervised learning. The result of this procedure is a binary 

number. For a certain set of data, logistic regression [35] can provide a continuous outcome. This approach uses a 

statistical model with binary variables [32]. 

 

K-Nearest Neighbor (KNN) 

This approach is used to recognise patterns. It is a useful method for forecasting breast cancer. The same amount of 

time was spent on each class in order to identify the trend. K Nearest Neighbour [36] pulls the relevant highlighted 

data from a huge dataset. We use feature similarity to categorise a huge dataset [32]. 

 

Decision Tree (DT)  

Decision trees are built using classification and regression models [37]. There are fewer subsets of the data set. 

These smaller data sets may be used to make predictions with the highest degree of accuracy. Among the decision 

tree techniques are CART [38], C4.5 [39], C5.0 [40], and conditional trees [32, [41]. 

 

Naive Bayes Algorithm (NB) 

This method makes use of a huge training dataset. The algorithm used to determine probability uses the Bayesian 

approach [42]. It provides the highest level of accuracy for estimating the input probabilities of noisy data [43]. This 

classifier compares training datasets and training tuples using analogies [32]. 

 

Support Vector Machine (SVM) 

This supervised learning method addresses both classification and regression concerns [44]. In order to deal with the 

regression issue, it employs mathematical and theoretical functions. It delivers the highest accuracy rate when 

making predictions using a large dataset. It is a potent machine learning technique that is based on 3D and 2D 

modelling [32], [45]. 

 

Random Forest (RF) 

Classification and regression problems are handled using the Random Forest algorithm [46], which is based on 

supervised learning. It is a machine learning building block that utilises historical datasets to forecast fresh data 

[32]. 

 

K Mean Algorithm 

Data can be sorted into manageable categories using the clustering technique K mean. Algorithms are used to assess 

how similar different data points are to one another. Every data point contains the most suitable cluster for analysing 

a sizable dataset [48]. 

 

K. Gaussian Mixture Algorithm 

The most popular learning technique is unsupervised learning. The term "soft clustering methodology" refers to a 

technique for calculating the likelihood of different types of clustered data. The implementation of this algorithm is 

based on expectation maximisation [51]. 

 

Ensemble Techniques for Breast Cancer Prediction 

It is possible to utilise both homogeneous and heterogeneous ensemble techniques. Homogeneous ensemble 

strategies [52] combine one base method with two or more configuration methods, including bagging and boosting 

technique, whereas heterogeneous ensemble techniques [53]–[55] mix two or more base methods. The foundation of 

ensemble approaches is supervised learning, which makes precise predictions based on predetermined hypotheses. 

 

A. Bagging 

The bootstrap aggregation method, which is another term for the bagging approach, is employed for disease 

prediction. It is based on many models, each of which is trained independently before being integrated to make 

predictions [54]. 

B. Boosting 

Boosting is a homogeneous week learner that combines a number of weak classifiers into a single strong classifier 

[52]. It is based on methods for building up the model step-by-step using certain training data [54], [55]. 
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C.Stacking 

Stacking is a heterogeneous [52] weak learner that integrates a variety of machine learning methods for prediction 

on the same dataset. It integrates the predictions of two or more fundamental models [54, 55]. 

 

Survey on Breast Cancer 

China has the largest population in the world. According to a recent organisational study (GLOBOCAN-2018) [65], 

women encounter breast cancer at a rate of 19.2%, compared to men who experience it at a rate of 8.6%. 1.2 million 

People die from this sickness each year. 48,100 cases of DCID cancer in female patients were recorded by the 

American Cancer Society. A US study from 2019 predicts that 41,760 women and 500 men will die from breast 

cancer [66].  A US study found that 3.8 million women are still alive but are fighting breast cancer. Incidences of 

Ductal Carcinoma in Situ (DCIS) breast cancer in US women reached 59,838 in 2019 [67]. Breast cancer has 

claimed the lives of 458,000 people globally. In 2012, breast cancer claimed the lives of 48% of Chinese women, 

compared to 52% worldwide [68]. In 2015, researchers looked at data from 1,517 women to find out the survival 

and recurrence rates for breast cancer; they found that the mortality rate was 132 and the recurrence rate was 100 

[69]. 

 

Review Of Machine Learning Algorithms For Breast Cancer Prediction 

This study's main objective is to assess various machine learning and data mining techniques that have helped with 

breast cancer prediction. Our primary objective is to identify the most accurate and suitable algorithm for breast 

cancer prediction. We have reviewed and analyzed earlier studies on breast cancer prediction systems in order to 

accomplish this. Additionally, articles based on K-nearest neighbor, support vector machines, naïve Bayes, linear 

regression, linear discriminant analysis, and various ensemble methods (Decision Tree, Random Forest, Boosting, 

and AdaBoost) were evaluated. The great majority of researchers used ensemble techniques in addition to linear and 

nonlinear or nonlinear alone. We've separated our review post into sections that contrast and compare each 

algorithm based on how accurate it is as a consequence. We will next identify the top machine learning technique 

for predicting breast cancer after that comparison. 

 

Conclusion:- 
In this study, we investigated several data mining, machine learning, and deep learning approaches for breast cancer 

prediction. Our main objective is to find the best algorithm to more precisely predict the development of breast 

cancer. The main objective of this article is to summarise all previous work on machine learning techniques for 

breast cancer prediction. It also provides beginners with all the knowledge they need to comprehend machine 

learning algorithms and provide the foundation for deep learning. The examination of the many types of breast 

cancer is the first in this article's review. We looked over fourteen research publications to gain additional 

knowledge about the main types, signs, and causes of breast cancer. The most significant machine learning, 

ensemble, and deep learning methodologies were then reviewed. The algorithms that are used to predict breast 

cancer are considerably enhanced by these techniques. Future development will need to address a few issues that are 

still present. To deal with the issue of the limited datasets available, researchers might employ a variety of data 

augmentation techniques. Because it might lead to bias towards either a positive or negative prediction, researchers 

should consider the problem of the gap between positive and negative data. A crucial issue with an uneven quantity 

of breast cancer photos against affected patches needs to be solved for accurate breast cancer diagnosis and 

prognosis. 
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