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A recommender system is an Information Retrieval [1] technology that 

improves access and dynamically recommends relevant items to users 

by considering their precisely mentioned preferences and objective 

behavior.  Recommender system is one of the major techniques that 

deal with the problem of information overload by suggesting users with 

relevant and appropriate items. They basically direct users towards 

particularly those items which can meet their needs cutting down large 

database of Information in the process. This paper identifies the issues 

faced by the current systems and tries to solve them by using a hybrid 

system of content based and collaborative filtering technique to achieve 

better and more accurate performance. 
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Introduction:- 
Along with the rapid development of the Internet, the number of the servers connected to Internet and the Webs 

show a rise in the exponential growth. The rapid development of the Internet presents a mass of abundant 

information to us at the same time, for example, there are tens of thousands movies on Netflix, millions of books on 

Amazon, more than 10 billion page collection on Del.icio.us, so much of information, not to mention find some 

interesting content in all that, it is impossible to give all of that information a once-over. The traditional search 

algorithm only presents the same ordered results to all of the users; it fails to provide different service to different 

users according to their different interests. Personalized recommendation has been thought as one of the most 

effective tools to resolve the problem of information overload. Radically, the recommendation problem is to 

substitute user to evaluate the products, which include books, movies, CD, web and so on, it is a process from 

known to unknown. [2]. 

 

Recommendation is the type of information filtering which involves prediction of rating and user preferences, which 

would help a user to buy items according to their needs and interest. The books suggestion at Amazon or Flipkart is 

the best example of a recommendation system.  

 

Recommendation system uses various technologies to recommend products viz Content filtering and Collaborative 

filtering. Content based filtering recommends item which is based on user‟s profile, which the user has liked in the 

past. It serves as finding relations/correlation among items in a large database. It works on the condition where X 

and Y are two sets of items. It finds correlation between X and Y i.e. if we buy an item X, then it finds the 

probability to buy the item Y as well. Collaborative filtering is a method to analyze the user‟s behaviour by 

predicting the user‟s taste to that of similar to another user. 
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Proposed System:- 

The proposed system uses a combination of collaborative filtering and content based recommendation system also 

known as personality based approach. It is a hybrid system and uses two methods in a broad light. 

1. Collaborative filtering  

2. Content based recommender 

 

The difference between the two approaches can be highlighted by comparing - last.fm and Pandora, the two popular 

songs recommender system. 

 

Last.fm – It uses collaborative filtering by creating a „station‟ that recommend songs on the basis of what band or 

singer does a user listen to compares that to a similar user with similar interests and recommends the song that does 

not appear on UI of first user but is often played by second user. To be more specific this is an example of user 

based collaborative filtering. 

 

Data for training: 

There are two types of dataset we can use to train and then for prediction purpose namely implicit and explicit data. 

Explicit data requires effort from the users and they are seldom ready to take in any effort, it can be collected in the 

form of ratings, information provided in surveys etc. Implicit data is not collected on face value rather the model 

infers it on based on interaction of user with the system such as click through rate, watch time etc. 

 

The asset of these two can be pooled to feed to a model and get best possible outcome. 

 

 
Architecture 

 

Model: 

The hybrid model in this paper is a combination of content based filtering and item based collaborative filtering. CB 

uses principal component analysis for dimensionality reduction similar to UV decomposition for UV matrix. 

Content based filtering focuses on content of item rather than its similarity with other products. The content of each 

product is represented as set of descriptors in a vector.  

 

The main ideology behind using a hybrid system is to use all the available data optimally. While using CF we do not 

consider its content related data such as actors likewise while using CB we don‟t consider correlation with other 

users. Since the paper is for developing recommendation engine for small businesses where data is sparse in the 

start, we don‟t need to face problems of big organisation like amazon to process abundant data. But when the 

business grows the system should be robust enough to perform well in those circumstances hence can use clustering 

or categorization in early stage before using a learning model for recommendation thus dividing the users into 

several groups and then applying learning model for those groups. 
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Companies like amazon use multiple GPUs to meet time and space constraint [10] and data generation is often done 

on CPU along with analysis which is often snubbed. That‟s one of many ways for tackling big data. Even when the 

data is not massive enough to be called big data it may still be a huge load for a single processor to process in that 

we use alternating least square method which we are using in our paper. 

 

Now in hybrid system we use data provided by user implicitly like CTR or explicitly by rating products and content 

of items which describes it and create a user profile. The weight of descriptors define how important that term is for 

recommendation. For a movie 𝑖 for user 𝑢 on the recommendation is [11] 

 

 
 

For example if the results for CB and CF are, 

 
 

Then recommendation can be calculated as,  

 
 

Literature Survey:- 

Abundant data [10] is available on the internet today and so in e-commerce. Sites like amazon, flipkart etc. have 

tons of data to maintain around and process them appropriately.  

 

Sarwar and others [9] have showed the pragmatic results of different similarity algorithms and found out with the 

help of MAE graph that size of neighbourhood effects the prediction quality. p is the difference between the 

predicted ratings and actual ratings. High MAE indicates lower accuracy and vice versa for low MAE. Collaborative 

filtering [11] is the most widely used algorithm for recommending items.  

 

Two types of collaborative filtering methods are proposed i.e. item based CF and user based CF out of which user 

based is preferred over other.  

Content based filtering is used to fill the vacant ratings in the matrix. Hence the proposed amalgamation of 

collaborative filtering and content based recommendation system will help us to achieve the problem of data 

sparsity.  

 

Hengsong Tan, et.al, have proposed a new technique to tackle data sparsity by combining item classification and 

item based CF. This approach classified the item through attributes and then produces prediction for items whose 

ratings are not available. 



ISSN: 2320-5407                                                                                     Int. J. Adv. Res. 7(9), 683-689 

686 

 

 
Mean Absolute Error 

 

Amazon’s Personalization System: 

Amazon has a patent for item-to-item collaborative filtering. It is widely used by many giants for developing 

recommendations for their product. Amazon uses neural networks to generate personalized recommendations for its 

customer. With millions of users using their product they have distributed NN across multiple GPUs to meet space 

and time constraint [10]. Deep scalable sparse tensor neural engine is the model they have created and open sourced 

and is used for training and prediction.  

 

Data generation and analysis the often overlooked area of training is processed on CPU. Now a hybrid of CPU and 

GPU is tough to manage since cluster managers do not inherently support GPU. They do have a solution where they 

run both CPU and GPU independently and drive end-to-end modelling process from Apache Spark. 

 

Now amazon has millions of input and output nodes for which they easily reach trillions of weights for a fully 

connected network even if it is a shallow network and hence a single GPU is not suffice. 

 

 
DSSTNE Architecture overview 

 

They open sourced NN i.e. DDSTNE supports model parallel training in which the model is circulated across N-

GPUs and the dataset is imitated to all nodes [10]. Each GPU then trains the model like in batches and shares the 

weight with rest of the nodes.  

 

After training, prediction can be generated for each customer. This model can be scaled up by linearly adding more 

GPUs. 
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YouTube: 

YouTube‟s system is built on Google brain open sourced as tensorflow [12]. This system consist two deep NN 

models, one for candidate generation and another for ranking.   

 

 
Sytem Overview 

 

Former is used to select top 100 videos from an inventory of millions which is most relevant to a user. A high 

precision metric is considered for extracting these top videos. It only provides a wide perspective via collaborative 

filtering. They treat candidate generation model as a multiclass classification problem of a particular video. 

 

Latter is a bit more personalized for a user and is required to have a more detailed level representation to 

discriminate among relative importance with high recall. It uses a similar deep neural network architecture to assign 

a score to each of those 100 videos using logistic regression. Eventual ranking of videos is persistently adjusted to 

results of live A/B testing and is usually a function of watch time per impression. 

 

Flipkart: 

Flipkart uses a hybrid of content based and collaborative filtering for recommending similar products. Users‟ watch 

history is used for training and predicting in collaborative filtering to find the most recurrent searched or looked 

product and product details and image catalogues is used in content based. Ranking of products is obtained by 

eliciting from these sources. 

 

 
Flipkart‟s similar product recommendation ML model overview 

 

System architecture of Flipkart‟s similar product recommendation consist of two levels.  

 

Level 1 consumes of hundreds of millions of data of all users and products and is optimized to derive correlation 

between items and relative similarity. 
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Level 2 ranking [13] is optimized for performance and it uses point-wise logistic regression that can predict CTR 

and product to purchase conversion rate and rank them as per objective function. 

This model is used by flipkart to recommend in batch and in real time too. 

 

Feasibility Analysis:- 
Economic Feasibility:- 

Our application will achieve accurate analysis and faster provision of recommendations, which will reduce human 

efforts,  which  in  turn  will reduce cost. 

 

Technical Feasibility:  

Aim to achieve accurate recommendation in various fields using collaborative filtering and content based in python 

language. 

 

Operational Feasibility:  

Data on which recommendation system is based is provided by the user itself and the system will analyze the pattern 

between the various items in the system. 

 

Applications 

Movies Recommendation:  

Movies of various genres, languages, ratings etc will be recommended to the user. 

 

News, Video searches:  

When a user follows one particular type of news or videos, the further recommendation list will show similar type of 

news and videos. 

 

Music apps:  

The app will compile the songs played by the user and create a playlist according to the user‟s listening habits. 

 

Online shopping (Clothes, electronics etc):  

Depending on the previous purchases of a user, the system will recommend products of various brands, price, colors 

etc. A new user will have  

 

Future Scope 

Web services in particular suffer from producing recommendations of innumerable items to millions of users. The 

time and computational power can restrain the performance of even the best hybrid systems available. For a larger 

dataset we can focus on scalability problems of a recommendation system 

 

The Prediction approach can also be tried on numerous datasets to test harmony performance of system scalability 

problems of recommendation systems. 

 

Result and Discussion: - 
Our system will be a web-based application which will provide the user with accurate and unerring 

recommendations based on the user‟s preferences and interests. 

 

For the frequent users: The system will show them recommendations according to their previous searches and 

purchases. Similar items will be displayed to them which will conveniently match their previous choices. 

 

For the new users:  Our system will give them the top recommendations which will be based on the data collected 

from the frequent user. 

 

Conclusion:- 
Recommendation system provides user with the most accurate and efficient recommendation according to their 

interests and previous choices. For building the system we used the algorithm Collaborative filtering and Content 

based filtering. Both of which helped in attaining the desired results. Content based filtering recommended the item 

which is based on user‟s profile, which the user has liked in the past. It served as finding relations/correlation among 
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items in a large database. And Collaborative filtering was used to analyze the user‟s behavior by predicting the 

users‟ taste to that of similar to another user. 
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