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Macro level information like histological, clinical and demographic details 

about a Breast cancer patient  are used for research. Now this is 

supplemented with micro level information like genomic, proteomic and 

imaging of breast cancer.  Problem domains on Breast cancer research 

include Diagnosis, Prognosis, Survivability and Recurrence Prediction. This 

paper gives a review of various types of data available and data mining 

techniques that are applied on different problem domain of Breast cancer 

research.  
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INTRODUCTION  
Recently the incidence of breast cancer is rising all over the world and is now the second most common 

cancer diagnosed in women next to cervical cancer. In last couple of decades, more emphasis is made towards 

cancer related research. New and innovative methods in image analysis, data and statistics driven research have been 

developed for early detection, diagnosis and prognosis to decrease the cancer related death rates. Data mining and 

image processing techniques extract novel information for making decisions regarding disease prediction, prognosis 

and selection of treatment methods.   

 

I BREAST CANCER 

Treatments or tests for breast cancer are separated into three main types, screening, diagnosing and monitoring.  

Screening tests look for signs of cancer.  If a screening test shows a breast change, an assumption of cancer, 

additional diagnostic tests are suggested. On detection of breast cancer, primary therapy is given to reduce or destroy 

the cancer cells. Primary therapy includes surgery to remove the breast (mastectomy) or to remove the tumor along 

with a layer of normal tissue around it (lumpectomy). Metastasize is the stage in which the cells may break away 

from the source tumour and spread to other internal parts of the body. Hence the doctor insists on adjuvant therapy 

for the patients to destroy the cancer cells that might have been possibly spread even though cancer cells are not 

detected through imaging or laboratory test. Adjuvant therapy is also recommended for the patients who had high 

risk of cancer recurrence. The main key idea behind this therapy is to give a chance of long life disease free 

survivability. Adjuvant therapy for breast cancer can include chemotherapy, hormonal therapy, the targeted drug, 

radiation therapy, or a combination of treatments. Adjuvant therapies have side effects.  For example, chemotherapy 

is given as adjuvant treatment to prevent distant metastases or as palliation to treat patients with metastatic disease 

leads to side effects such as heart failure, leukemia and life threatening infections.  

But the most effective way to reduce breast cancer deaths is to detect it earlier. Early diagnosis needs an 

accurate and reliable diagnosis system that can be used by physicians to distinguish benign tumours from malignant 

ones without going for surgical biopsy. Once the primary therapy is given, doctors need to decide on which patients 

might benefit from adjuvant treatments, using both prognostic and predictive factors. Prognosis is a medical term for 

predicting the likely outcome of a disease. Prognostic and predictive factors are needed to identify (i)  patients with 

good responses for whom adjuvant systemic therapy is not much beneficial to warrant the risks; (ii) patients who 

http://www.journalijar.com/


ISSN 2320-5407                          International Journal of Advanced Research (2015), Volume 3, Issue 11, 770 - 775 

771 

 

will be benefited with different form of therapy and (iii) patients with poor prognosis who may be subjected to more 

aggressive adjuvant therapy (Cianfrocca and Goldstein, 2004). Survival statistics which include case studies help us 

to make predictions about a patient’s prognosis and determine the treatment options. The use of machine learning 

particularly the field of proteomics is part of a growing trend towards personalized predictive medicine in cancer 

prediction and prognosis.  

 

II DATA MINING 
During past decades, detecting, classifying and distinguishing tumours or other malignancies were done using 

X-ray, CRT images and other clinical parameters.  In other words, the most of the research was aimed to provide 

accurate cancer diagnosis and detection.  Due to recent development in medical oncology, in addition to macro level 

information like histological (cell based), clinical (patient based) and demographic (population-based) data, 

molecular-scale information about patients or tumours like genomic (study of the genetic make-up of organisms), 

proteomic (study of proteins) and imaging systems  are widely used. Biomarker testing, specifically the accurate 

assessment of somatic mutations in certain genes like p53, BRCA1, BRCA2, the over or misexpression of certain 

tumor proteins like MUC1, HER2, PSA, the estrogen,  progesterone receptor (ER, PR), and Her2 status provide 

accurate and powerful prognostic or predictive indicators . 

In the past, diagnosis based on the macro-level information with limited to number of variables is not enough to 

apply standard statistical evaluation methods or the physician's own intuition to predict cancer risks and outcomes. 

But today, even with hundreds of molecular, cellular and clinical parameters, human intuition and standard statistics 

alone don't generally work.  Hence non-traditional, intensively computational approaches like data mining tools and 

soft computing methods in cancer prediction and prognosis came to exist.  The objective of this paper is to 

summarize various review and technical articles on data mining techniques applied for diagnosis, susceptibility and 

prognosis of breast cancer. 

 

III TYPES OF BREAST CANCER DATA 
This section contains the review of various applications of data mining techniques on different types of Breast 

Cancer data. Various data mining techniques used are variants of Artificial Neural Networks (ANN), Decision Tree, 

Naive Bayes, Support Vector Machines.  

A. Clinical and histological data 

The clinic variables generally used in breast cancer diagnosis are Age, Menarche age, Menopause age, First 

pregnancy age, No. of miscarriages, No. of axillary nodes, Grade , Tumour size , No. of pregnancies, Estrogen and 

progesteron receptors, p53(a gene that codes TP53 protein which regulates the cell cycle), Ploidy (number of 

chromosomes), S-phase (Synthesis phase of cell cycle). Cancer stage can be classified according to four different 

attributes: the size of the cancer, invasive or non-invasive nature, whether cancer has spread to lymph nodes and to 

various parts of body. Tumour grade defines how far the breast cancer cells resemble normal cells. Poorly 

differentiated tumors have more chance to recur. Tumour cells that are merely like normal breast cells (well 

differentiated) have a tendency to have better prognosis. Currently most of the machine learning techniques are used 

to predict and prognosis cancer (Cruz and David, 2006). 

B.  Image data 

Medical imaging modality is one of the best way to diagnosis and evaluate the early stage of cancer. 

Mammogram, Magnetic Resonance Imaging (MRI), PET, Ultrasonogaphy are most frequently used imaging 

modality to diagnosis breast cancer. Among these, the most effective method of early detection of the breast cancer 

is mammograms. But certain characteristics in the mammograms imaging fail to determine whether cancer exists or 

not. This can be overcome by a follow-up Ultrasonography. Breast cancer often presents as a mass with or without 

the presence of calcifications. The location, size, shape, density and margins of the mass are useful for the 

radiologist in evaluating the likelihood of cancer.  Research on Image data follows almost the same steps with some 

difference in techniques. The common steps are preprocessing, segmentation of breast image, feature extraction and 

feature classification.   

C. Microarray data 

Decision on diagnosis, treatment of cancer and prognosis are generally based on macro level information.  As 

cancer is caused by genetic aberrations, microarray technology has a great impact on cancer research. Microarray 

offers an efficient method of gathering data that can be used to determine the expression pattern in thousands of 

genes.  It represents the whole genome i.e. it allows to monitor the expression levels of tens of thousands of genes 

simultaneously.  This technology helps researchers to learn more about different diseases such as heart disease, 

infectious disease and especially the study of cancer.  Until recently, different types of cancer have been classified 

on the basis of the organs in which the tumors exist.  With the evolution of microarray technology, it is possible for 
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the researchers to further classify the types of cancer on the basis of the patterns of gene activity in the tumor cells.  

This helps the pharmaceutical community to develop more effective drugs as the treatment strategies that directly 

targeted to the specific type of cancer. Gene Expression Omnibus (GEO) is a public functional genomics data 

repository  of  National Center for Biotechnology Information (NCBI). (http://www.ncbi.nlm.nih.gov/geo/) 

Microarray gene expression datasets from human breast cancer  is available with accession numbers: GSE2034, 

GSE4922, GSE6532, GSE7390, GSE11121. 

D. Proteomic Data 
Proteomics is a  branch of biotechnology to study the structure and funtions of proteins, protein complexes, 

localization, and their interactions.  The activity and interaction of thousands of proteins can measured 

simultaneously using high-throughput mass spectrometry. Profiling proteomic patterns are done using biofluids like 

blood and urine. It can be further complemented with genomic portray of cancer. Proteomic profiling is the efficient 

discovery of biomarkers that reflects intrinsic genetic program (Dubitzky 2007). Cancer detection based on the 

application of data mining techniques to proteomic data has received a lot of attention in recent years (Srinivas et al., 

2001) (Li et al., 2004).  

 

IV DATA MINING TECHNIQUES ON BREAST CANCER  

A. Diagnosis  
A lot of research has been done for the early diagnosis of breast micro calcifications from the digitalized 

mammograms through the application of digital image processing techniques and  preprocessing algorithms are 

proposed in papers (Alina et al., 2010, 2010; Hassanien and Ali,2004; Mohanalin et al.,2008; Shah et al., 2014; 

Thangavel et al., 2005). Malek et al., (2009) proposed a fuzzy logic technique to develop an automated breast cancer 

nuclei detection and classification system. At first, the automated system segments the nucleus in cytological image 

using active contour method. Then the textural features are extracted using the wavelet transform concept. Finally 

the fuzzy C-Means (FCM) algorithm is implemented to the extracted features to classify the images into benign and 

malignant category.    

B. Prognosis 

Many studies have explored the susceptibility of various features on prognosis.  Alieldin et al., (2014) analysed 

whether women of non-metastatic breast cancer had better prognosis based on the age at diagnosis using Chi-square 

test and multivariate analysis.  Elkhodary et al., (2014) explored log-rank test and multivariate statistical methods for 

Node positive patients to calculate and predict the prognostic value of Lymph Node ratio. Clavel (2002) analysed 

the relationship between breast cancer and  hormonal factors influencing menarche, pregnancy and menopause.  

Choi et al (2009) used Bayesian network model and ANN model to predict breast cancer prognosis and found that 

ANN and the proposed hybrid Bayesian Network model outperformed Bayesian model.  Blows et al., (2010) 

investigated the relationships among short term, long term and subtype survival using immune histochemical 

markers.  Six subtypes of breast cancer were defined by the markers. Glare P (2005) discussed that factors like 

performance status, symptoms of cancer cachexia syndrome, and patient-rated qualify of life, markers such as 

leukocytosis and acute phase reactants and cytokines have the potential to improve prognostic accuracy.  Alexe et 

al., (2007) combined the Principal Component Analysis (PCA) and ensemble K-Means Clustering to cluster (group) 

and examine gene markers in microarray data. Giarratana et al., (2009) used various classifiers such as J48, 

NaiveBayes, AdaBoostM1, Bagging and Random Forests to identify the genes with levels of expression associated 

with a clinical prognosis for breast cancer.   

C. Survivability Prediction 

Khan (2008) proposed a hybrid fuzzy decision tree and applied on SEER dataset to predict the survivability.  

Delen et al., (2005) used three data mining algorithms (ANN and decision trees, logistic regression) to develop 

prediction models using SEER dataset (http://www.seer.cancer.gov). They used 10-fold cross-validation methods for 

performance comparison. It is founded that decision tree algorithm –C5 with 93.6% accuracy rate proves better 

performance than artificial neural network method with 91.2% and logistic regression model with 89.2% accuracy 

rate.  Chih-Lin Chi et al.,(2007) applied artificial neural networks to the survival analysis problem on two datasets- 

Wisconsin Prognostic Breast Cancer data and Love data.  Endo et al. (2008) compared Artificial Neural Network, 

Bayes theorem, Regeression Model and Decision tree algorithm (ID3, J48) to predict breast cancer survival of SEER 

dataset using WEKA tool. It is concluded that Logistic Regression showed highest accuracy and J48 had the highest 

sensitivity and ANN had the highest specificity.  Thongkam et al., (2009) used C-Support Vector classification for 

outlier filtering and over-sampling with replacement to solve the problem of imbalanced dataset. The performance 

measures such as receiver operating characteristic (ROC) curve and F-measure were used for evaluation.  
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D. Recurrence Prediction 
Eshlaghy et al. (2013) used three Machine Learning techniques (C4.5, SVM and ANN) for predicting the 

recurrence of breast cancer and found that SVM model predicts breast cancer recurrence with highest accuracy and 

least error rate. The clinical and histological data in ICBC dataset of National Cancer Institute of Tehran is used for 

experiment to predict the 2-year recurrence rate. Recently, microarray data have been used for predicting the 

outcome of cancer treatments (Van't Veer et al 2002).  Gene expression signatures have been identified to classify 

breast tumors into sub types showing distinct expression profiles associated with specific clinical characteristics 

(Finak et al.,2008).  Clustering is the most popular method currently used in the first step of gene expression data 

matrix analysis for finding co-regulated and functionally related groups (Selvaraj & Jeyakumar 2011).  Shleeg et al., 

2013 evaluated the breast cancer risk using Mamdani and Sugeno type model and found that Sugeno -type is 

advantageous than the other type.  Sotiriou et al. (2006) investigate the examined the histological grade of gene 

expression profiles.  

 

V CONCLUSION 
Breast cancer is the second most common type of cancer that is mostly found among women worldwide. Data 

mining, soft computing, image processing techniques, statistical and machine learning are mostly used for detection, 

prediction and diagnosis of breast cancer. This paper had discussed the nature of breast cancer data and various 

techniques applied for detection, prediction and prognosis.  Recent many research are going on combining both 

macro and micro levels of information.  Integration of gene expression signatures, clinical variables and patient 

related factors like co-morbidities, performance status, symptoms, psychological status, and quality of life will really 

provide a broader assessment of factors that are associated with cancer progression.   
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