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The demand of video surveillance has been increasing day by day; as 

a result the privacy protection has become a responsibility for the 

public as well as for legal authorities. When videos are transmitted or 

distributed across various public networks, the human faces should not 

be exposed. To deal with this problem, facial image scrambling 

technique appeared as a solution for privacy related applications. This 

paper proposes a facial verification system in the scrambled domain 

using sparse classifier. In the proposed method, the facial features are 

extracted from the scrambled faces using SIFT and LBP feature 

extraction methods and a T-test based feature selection method is used 

to select important features for classification. Then sparse 
representation based classifier is used for classifying the facial images. 

The experiments show that the proposed face verification system can 

meet the challenging tests in the scrambled domain.  
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Introduction:-  
Today visual surveillance has become an extensively used technology in various applications. Exposing of face 

images [1, 2] in the surveillance videos should be avoided when it is transmitting and distributing over different 

networks. One of the solutions to this problem is the Scrambling technique [3] where the privacy of the subjects can 

be respected. Image scrambling give more advantages than other methods, it provides lower computational cost and 
time than encryption method.  

 

Scrambling is a popular method in visual surveillance. It does not really hide anything from surveillance video; it 

can only avoid exposure of human faces from surveillance videos. This paper uses scrambling of faces using Arnold 

transform [4, 5]. Using inverse Arnold transform scrambled faces can be recovered easily with different parameters. 

 

There are many scrambling techniques are available. For example, scrambling can be performed by using cartooning 

techniques [6]. After this method, the faces become extremely hard and it lost the facial information. As a result the 

face recognition/verification is not performed successfully in this case. So this method is not a good choice for 

hiding human faces from surveillance video. The Arnold transform [4, 5] differ from all other methods, it is a 

recoverable type scrambling method and it only change the pixel position. Hence this work uses Arnold transform 

based scrambling method. 
 

The automatic face verification/recognition is usually a challenging task. Due to this reason face recognition has 

become a significant research topic in indexing of images [4], human-computer interaction [7~9], forensic 

biometrics [10] and medical applications [11]. In visual surveillance system, the captured videos are transmitted on 
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an internet based visual sensor networks. In these situations, the videos are handled by third party servers, where 

personal privacy needs to be ensured. Further, the storage and distribution of the human faces present in the 

recorded videos are subjects to legal constraints. As a result face scrambling will be a promising solution to this 

issue. 

 

This paper proposes a sparse classifier scheme to deal with scrambled facial verification challenge. The sparse 
classifier scheme is well suited to handle randomly scattered features, and excellent at noise like or chaotic pattern 

classification. The main advantage of this method is to improve accuracy and reduce time consumption. 

Experiments are carried out using ORL and Yale dataset. 

 

Related works:- 
Face verification or recognition is the one of the prominent research area. There are many methods available for face 

verification. Now a days privacy is the important thing in the case of human facial images. Number of studies has 
been proposed for protecting the face images. 

 

Z. Erkin et al. [12] proposed a strong privacy-enhanced face recognition system using secure multiparty 

computation. This method allows hiding both the server that performs the matching operation and biometrics 

information. This method is more complex and difficult to implement in encrypted images. 

 

A. Erdlyi et al. [6] proposed a resource-aware cartooning method for privacy protection. Here, the privacy revealing 

details are removed by converting images into abstracted frames. Cartooning can be applied either to whole images 

or pre-selected sensitive regions of interest. This method generates “cartoons” it allows recognition but hide the 

identity of the person in the image. The color filtering and edge enhancements are the two methods for the 

cartooning. After cartooning the faces lost the facial information. So face recognition become unsuccessful. 
 

Eman A. Abdel-Ghaffar et al. [13] proposes a robust face verification system, which is based on two stage hashing 

algorithm. It introduces a user dependent one way transformation. Here the keys are generated using modified 

password-based key derivation algorithm and are not stored in the system database. Furthermore, using encryption 

as a final stage, it increases the security and overcomes attacks on the communication channels. Encryption has 

more computational cost and it takes more time. Hence scrambling methods are developed. 

 

A. Melle et al. [3] proposes a pixel domain based reversible scrambling technique. The privacy sensitive ROI is 

described block wise in a parametric form which exploits the information from the rest of the image. Using a secret 

key, the encoding parameters are encrypted and stored separately embedded in the image itself by watermarking. 

The region of interest is decoded by parameters decryption with full or partial knowledge of the secret key, thus 

leading to different levels of scrambling alteration. Knowledge of the full secret key gives authorized users image 
recovery at a quality level very close to the original. The visual quality of this method decreases with increasing 

strength of scrambling. Furthermore, the method brings the face recognition scores down to a level proportional to 

the strength of scrambling applied. 

 

R. Jiang et al. [14], proposes a secure face verification system in the scrambled domain using fuzzy random forest. 

The method is partitioned into training and testing stage. In the training stage, faces are scrambled and given to the 

fuzzy forest learning scheme. This procedure select random feature from the scrambled images with biased weights 

toward central features. Then construct fuzzy trees based on these selected features.  In the testing stage given an 

image as input, each tree computes a fuzzy membership value and given it to the forest decision process. The forest 

decision procedure uses Kullback-Lieder divergence method to weighs all the trees. The final decision is based on a 

combination of all the fuzzy trees. To improve accuracy and reduce time consumption, we introduce a sparse 
representation classifier to deal with scrambled face verification challenge. 

 

Methodology:- 
We proposed a sparse classifier based privacy protected face verification system. The method is carried out in two 

stages, one is the training stage and other is the testing stage. The training stage determines the feature vector of a set 

of training images and the testing stage performs robust face verification. SIFT and LBP feature extraction methods 

are used for feature extraction. Fig 1 shows the flowchart of the methodology. 
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Fig. 1:-Flowchart of the methodology. 

 

Facial image acquisition:- 

Images are collected from the Yale database [20]. This database contains fifteen persons and each person’s has 
eleven sample faces. We carried out our face verification experiment using these small dataset by splitting it into 

training and test dataset. This dataset can be downloaded from http://cvc.yale.edu. 

 

 Image scrambling by Arnold Transform:- 

Scrambling is the preprocessing step for the training and testing stage. It is like a non-password security algorithm 

and it hides the information of the image. Digital image scrambling can convert images into irregular and 

meaningless pattern. After scrambling the images will become irregular pattern like structure, as a result the visual 

information is hidden from the public eye and privacy is protected even if the visual contents are distributed or 

browsed over different public network. This work uses Arnold transform based scrambling technique due to its 

periodicity and simplicity.  

 
In the research of ergodic theory V.I Arnold proposed a method called Arnold transform [4, 5]. It has been called 

popular image scrambling method due to its simplicity and ease of use.  Here we use this method to provide security 

to the images. In Arnold transform pixel position at (x, y) is transformed to another point (x’, y’) as follows: 

 

 
                             𝑥′

                            𝑦′
=  1 1

1 2
  

 𝑥
𝑦  mod N,                     (1)                                                                         

 

This is called two-dimensional Arnold transform. The recursive equation for Arnold transform as follows: 

 

http://cvc.yale.edu/
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                                       𝑃𝑥𝑦
𝐾+1  = A𝑃𝑥𝑦

𝐾  ,   𝑃𝑥𝑦
𝐾 =  (𝑥, 𝑦)𝑇     (2)                                 

  

 Pxy
K+1  is the output pixel position after K+1th   Arnold transform. Pxy

K  is the input pixel position after Kth Arnold 

transform and A is the transformation matrix. K represents number of iterations, here K= 0, 1 and 2. 

 

After transformation Arnold transform produce new image and the image is difficult to identify by human eye as 

show in fig.2. But after transformation the facial information is retained entirely in the image due to the properties of 

being cyclic and irreversible. Unlike encryption, scrambling process does not really hiding information from the 

access. It only prevents unwanted exposure of human faces. 

 

Feature Extraction:- 

SIFT and LBP feature extraction technique is used for extracting features from the scrambled images. 

 

SIFT Feature Extraction:- 
We use SIFT features [16] for face recognition. It is a widely used feature extraction technique which helps 

matching between same object of different views [17]. The extracted features are unchanged to rotation and scale, 

and are highly unique of the image. The features are extracted in different steps. In the first step the potential interest 

points locations are calculated by identifying maxima and minima of a set of Difference of Gaussian (DoG) filters 

applied at different  

 

 
                                a) Original Image               b) After first Arnold Transform 

 
 

 

 

 

   c) After second Arnold Transform         d) After third Arnold Transform 

Fig. 2:- Arnold Transform. 
 

Scales all over the image. Next step is to discarding low contrast points and refined the location of the potential 

interest points. Then an orientation is assigned to each keypoint based on local image features. Finally, based on the 

local image gradient a local feature descriptor is computed at each key point. The feature vector is the 128 

dimension vector, which contains the differently identifying neighborhood value around the keypoint. 

 

The SIFT features are extracted from all the face images in the training stage. In the testing stage, given a new face 

image, the extracted features from the image are compared against features in the training set. The nearest face is 

considered as the face contains largest number of matching points. To reduce the number of false matches, consider 

the distance of one feature is less than a specific fraction of the distance to the next nearest feature. In case of a false 

match, there will be a number of other near features with close distances, due to the dimensionality of the features. 



ISSN: 2320-5407                                                                                      Int. J. Adv. Res. 4(9), 522-529 

526 
 

On the other hand, in case of a correct match, it is unlikely to find another feature which is too close due to the 

highly distinctive nature of SIFT features. 

 

LBP feature Extraction:- 

Local binary Pattern (LBP) [18] is a feature extraction technique, mainly used for texture analysis. It is invariant to 

grey-scale transformations which are necessary for texture description. LBP method is suitable to explain texture 
and model of a digital image. This method can be done by splitting the images into number of small cells from 

which the features are extracted. The pixels in the small cells are described using binary patterns. The features that 

are formed from the cells are combined into a single feature histogram, which describes to model a representation of 

the image. 

 

The LBP operator use decimal numbers to represents the pixels of an image, which are called LBPs or LBP codes. It 

encodes local structure around each pixel. Each pixel is compared with its eight neighbors in a 3 × 3 matrix by 

subtracting the center pixel value. If the result is less than zero, encode it with 0, otherwise with 1. In each pixel, a 

binary number is obtained by combining all these binary values in a clockwise direction starts from top-left 

neighbor. The corresponding decimal number of the resultant binary number is used for labeling the given pixel. 

This binary number is called LBPs or LBP codes. This can be illustrated in Fig.3.  In large scale structures, LBP 

operators are unable to capture dominant features.  
 

 

10 8 5 

4 4 3 

2 6 9 

 

Binary: 11101101 

         Decimal: 237          

                                                    Fig. 3:- LBP Method 

 

Feature Selection:- 
After extracting features from the scrambled images, then select important features for classification. This paper 

used a t-test for feature selection. 

 

The t-test has been widely used to rank image features. For multiclass problem Tibshirani et al. [19] computed a t-

statistics value for each image of each class by evaluating the difference between the mean of one class and the 

mean of all the other classes, where the within-class standard deviation is used for standardizing the difference. 

 

    tic = 𝑥 ic - 𝑥 i/Mc. (Si + S0)                                                                                   (3) 

 

     ti =  max {|𝑥 ic - 𝑥 i| /Mc. Si , c=1, 2,…C}                       (4) 

            

Here tic is the t-statistics value for the i
th

 feature of the c
th

 class; 𝑥 ic is the mean of the i
th

 feature for the c
th

 class, 

and 𝑥 i is the mean of the ith feature for all the classes. Si is the within-class standard deviation and S0 is the median 

value of Si for all the features. The greater value of t-scores indicates that the feature is more relevant. This method 

uses 100 relevant features for classification. 

 

Classification:- 

After features are selected, classifications are performed using sparse classifier. After scrambling process, the 

features are randomly scattered in the feature space. So sparse classifier is suitable for randomly scattered 

distribution, it correctly classify the randomly distributed features. 

 

Sparse representation based classifier:- 

Sparse Representation based Classifier (SRC) can directly assign a label to a test image and it is a nonparametric 

learning method. SRC is a best combination of compressed sensing and machine learning. In SRC, the sample 

matrix is used as the sparse representation matrix and also uses some transformation matrix to reduce input space 

dimensionality. The training samples are represented in column of the matrix. Random projection (RP) is a good 

1 1 1 

1  0 

0 1 1 

Threshold 
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method for reducing dimensionality, since Wright et al. state that ”the precise choice of feature space is no longer 

critical, even random features contain enough information to recover the sparse representation and hence correctly 

classify any test image” [20]. 

 

Assume that there are a set of training samples {(xi,yi) (xi ∈ X ),yi ∈ {1,2,…..,c},i=1,2,….,n},where c is the number 

of classes, m is the dimensionality of the input space X. and yi is label corresponding to xi . Given a test sample x∈ 

X , the goal is to predict exactly the label y of x from the given training class samples. Now we arrange the  jth   class 

training samples as columns of a matrix Xj=[xj,1,….,xj,nj], j=1,….,c, where xj,1 denotes the sample belonging to the jth 

class, and nj  is the number of the jth class training samples. 

 

Define a new sample matrix for all training samples 

X=[X1,X2,…,Xc]. According to SRC, the test sample can     be linearly represented by using all training samples: 

  x=Xα                                                                  (5)                                                                                              

 

where α  is the vector of coefficients. If the test sample x belongs to the jth class, then the entries of α  are expected 

to be zero except some of those associated with this class.  α= [0,…,0, αj,1,…..,αj,nj,0,….,0]T where αj,i  is the 
coefficient corresponding to the training sample xj,i . Thus, the coefficient vector α  is expected to be sparse. In SRC, 

the problem of finding the coefficient vector is formulated as a convex programming problem 

 

min||α||1 subject to x=Xα                                                    (6)      

                                                                 

where ||.||1 denotes the l1-norm. Equation (4) is also    called the l1-minimization problem [21], [20]. Then compute 

the residual 

  

 ri(x)=||x-Xα||2  for  i=1,….c.                                (7)      

                                                            

                 identity(x)= arg min ri(x)                                   (8)               

                                                    
Equation (8) gives the label of the test image.SRC shows very interesting robust Face Recognition (FR) 

performance. 

 

Experimental Results:- 
This section presents results obtained from the proposed system. In the experiment all code was implemented in 

MATLAB 2013 a, and ran on a PC with 2.40 GHz Intel-core CPU. In the experiment, use a test scheme called 
leave-k-out [22]. The experiments were carried out using ORL dataset [23] and Yale dataset [20]. The ORL dataset 

contains 40 subjects and each subject has 10 sample images. The Yale dataset contains 15 subjects and each subjects 

has 11 sample images. This dataset shows that the proposed system attains high rate of accuracy and reduce time 

consumption. 

 

In leave- k- out test, if each subject has N faces in a dataset, we leave k faces for testing and remaining images are 

used for training purpose. So , the benchmark test will have (N-k) training faces per subject. Selecting k samples 

from N faces will have N
k choices. The accuracy is the average of all N tests. Here the k varies from 1 to 5. Fig.4 

shows all leave-k-out tests.  

 

Table I. lists the overall accuracy by averaging all k tests. Here, we compare ORL dataset and Yale dataset. The 

Yale dataset attains high accuracy around 96.3 %. 
 

                                                  Table I:- accuracy of all k tests 

Dataset Accuracy 

ORL dataset 96 

Yale dataset 96.3 
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Fig. 4:- Leave-k-out tests. 

                         

Conclusion:- 
A privacy protected facial verification system using sparse classifier in the scrambled domain is introduced. In the 

proposed method, the features are extracted from the scrambled face using SIFT and LBP feature extraction method 

and a t-test based feature selection method is used to select important features for classification. Then sparse 

representation based classifier is used for classifying the face images. Experiments shows that proposed face 

verification system attains high rate of accuracy and reduce time consumption. This method can be a promising 

candidate for emerging privacy-related facial biometric applications, especially for public visual surveillance 

systems where face scrambling is applied.  
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