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Medical image processing is considered the area a great challenge for 

researchers because of the complexity of this area and its importance 

to help doctors to diagnose patients effectively. Here we will base on 

magnetic resonance brain images processing trough the image 

processing technique is hybrid self-organizing map (SOM) with fuzzy 

k-means (FKM) algorithm, which gives successfully on tumor and 

excellent areas within the brain tissue, we propose improved algorithm 

is accurate and efficient in term of accuracy detection, n Jaccard coif, 

nDice (DOI), sensitivity, specificity, recall, precision, performing 

segment. At the same time, the improved algorithm proposed provides 

the best information and functions, as well as the efficiency and 

accuracy to handle high input brain MR images. 

Copy Right, IJAR, 2017,. All rights reserved.
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Introduction:- 
The tumor word cancer, also known as the tumor, refers to more than they need or should not have died later cause 

abnormal swelling of tissue during cell division [1]. Brain tumors can be organized by uncontrolled cell growth and 

reproduction of abnormal masses, through the mechanism of control normal cells appears selected. Two large 

individual identification in addition to their own style and vicious (benign and malignant) growth depends on the 

origin of the tumor (primary, metastatic). 

 

Magnetic resonance imaging (MRI) to give the human body, especially the brain complicated structure, it depends 

on the results of analysis of the three-dimensional image of the NMR structure of the principles of the internal 

components within the heart and in the brain tissue. Traditional analysis of magnetic resonance images of medical 

examination is a very complex problem that requires a long time, so experts affect the accuracy of diagnosis and 

manual process is also an error -prone and inaccurate in terms of noise, therefore, the solution is also recommended 

image segmentation, which gives excellent results. 

 

NandhaGopa [2] this automatic detection of brain tumors, can be divided in MRI (magnetic resonance), 95% of the 

need to further improve the accuracy of the generated image of the brain. Vishnuvarthanan and Rajasekeran [3] 

recommend using basic fuzzy inference system automation and extracted tumor tissue segmentation. It deficiencies 

in computation time, PSNR, and MSE area, Guerrout et al [4] with medical image segmentation field theory of 

Markov, The algorithm for medical image segmentation process is only complete contrast enhancement in T1 and 

T1-weieghted images. Li and Chi used SOM, which requires the RMS value of reducing brain MR image 

segmentation. 
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In this paper, we propose improved hybrid SOM-FKM algorithm for tumor identification in magnetic resonance 

images (MRI) we improved the previous results in terms accuracy detection, Jaccard Index, Dice Overlap Index 

(DOI), Sensitivity, Specificity,   

 

Materials:- 
In this work, we used 4 Magnetic resonance brain images FLAIR1, FLAIR2, FLAIR3, and FLAIR4 obtained using 

Siemens-Areas 1,5T from Florida University brain repository have been used to validate the proficiency of the 

proposed improved algorithm, the main property is inhibited by the proposed SOM-FKM algorithm. 

 

Methodology:- 
We proposed here improved hybrid SOM-FKM algorithm improve results, SOM used to assemble and reduced, the 

process begins with the introduction of magnetic resonance image of the brain (Input MR brain image) the primary 

treatment for the image using SOM (applying color Quantization, Training SOM, Classify Segmentation, 

Morphology cleaning, Tumor identification). The second step of image processing using improved hybrid SOM-

FKM applying (Segmentation with FKM, Tumor masking, Morphology tumor), after these two steps we get the area 

of the tumor using the SOM alone and improved hybrid SOM-FKM then compare the two results after analyze the 

results and get the performance of the SOM alone and improved hybrid SOM-FKM, shown in the figure.1.    

 

 
Figure.1:- Architecture of Hybrid SOM-FKM algorithm 

 

3.1Self-organizing map algorithm (SOM):- 

Probability density function SOM processing algorithm voxel intensity to initiate and help process model and 

divided by SOM at the start began to be realized and contribute to the analytic peak, which can be greatly found in 

segmentation process [5, 6, and 7]. The SOM algorithm is explained as follows: 
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Let 
dd wereRRX ,  represents the diversified input data and X is the input vector, the warning unit is calculated 

in each iterative steps as, 

})()({minarg)( ttxt ii              (1)  

,Xx  Where x (t) is defined as the input vector at time instant and )(ti  are the sample vectors of the relevant 

units. The unit is very close the input vector )(t  is represented by the winner until the prototype or sample and 

associated vectors are sequentially updated [5, 6]. Near the until won the SOM adaptive learning process by 

updating the prototype until the end, this process is described as:  

))()()(()()()1( ttxthttt iii i
        (2) 

Here )(t  is the exponential decay learning factor and )(th
i  is the neighborhood function related to the unit‟t‟. 

As near unit contains a small number of units features two factors and learns to live with respect to reducing the time 

and adaptability slower prototype [7]. 
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FKM utilizes the output from SOM performs the clustering operations as specified in [22]. Prototype i  is the input 

fed to FKM algorithm and the following process takes place sequentially; 
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Here, k describes the total number of iterations, ijU  represents the membership function and it's calculation is 

described in Eq (5), ijd  
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 In Eq (6), jC  denotes the cluster center, jC  can also be called cluster representative. 
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Eq (7) explicates the sum function of membership values of each data point and it should be equal to one. 
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ijU  For f =1 to N                 (7) 

Function KJ , FKM algorithm explained obtained from the final segmentation results. As a whole, SOM 

dramatically by providing a level of segmentation algorithms supported FKM. 

 

3.2 Neural Networks:- 

Nerve organs networks are formulated using functionality exhibited by the biological nervous systems, a significant 

place in the combined mode where these neurons, plus they were later distributed to input information to perform 

the study. Neuron control internal working procedures finally opened an optimized result. Some neural network 

method for processing medical image analysis, especially with regard to the image segmentation 

 

3.3 Morphological operations:- 

Here the morphological operations such as binary dilation, binary erosion are applied to the image. Binary closing 

and binary opening operations are applied to image using the Equations 8 and 9  

    
BBABA  )(             (8)  

BBABA  )( (9) 
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3.4 Fuzzy K-means (FKM) Algorithm:- 

Fuzzy K-means algorithm, also known as FKM, the company‟s behavior competitors, FCM formula, as mentioned 

ALTER, el [8], fluorine rubber partition for given input image is divided into several „k‟ cluster (divided image 

voxel).       

ij
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m

ji duJ 
 


1 1

,                (10) 

Here, N  represents a number of data points or voxels within the type MR brain image. T refers to the quantity of 

groupings form by FKM. ji,  Make clear the series and columns of the input image. ji,  Defines the account 

functions of FKM with fuzziness coefficient m (fuzziness coefficient is extracted from the overlapping of clusters). 

ijd  is the squared Euclidean distance between the pixel ix  and cluster representative jC  (cluster center or centroid 

value). FKM algorithm converges faster and requirements for processing an image less computing time. It has 

handed over FKM limited range of tissues handled recommended method is to use the data and overcome SOM.   

 

3.5 Parameters:- 

3.5.1 Accuracy Detection:- 
Accuracy, reliability also called segmentation; it is used to determine the effectiveness of the segmentation 

algorithm evaluation variables. The accuracy is denoted in Eq (11). 

 Accuracy = 100








nm

k
              (11)   

Here, k ' is the total number of pixels present in the segmented output image, ' m ' and n  are the rows and columns 

presents in the input image. Persistently the total number of pixels present in the input image.  

 

3.5.2 Jaccard (Tanimoto) Index:- 

Jaccard Index it is present in the input image and the intersection (A) of the voxel value and set the rate and the 

resulting segmented image (B) between functions.  
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3.5.3 Dice Overlap Index (DOI):- 
DOI value is expressed with Jaccard index J(A, B). DOI defines the overlapping function of the type image (A) and 

segmented output image (B) [9]. 
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3.5.4Sensitivity:- 
Sensitivity value refers to the input image appropriate division or classification [10] defined error rate success in 

accurately identify tumors areas. This is explained as: 

FNTP

TP
OF


                     (14) 

3.5.5 Specificity:- 

Specificity defines specific word or algorithms to classify segments of normal tissue are present in a region in the 

input image capability. Specificity is believed using Eq (15).   

Specificity  
FPTN

TN


              (15) 

Here, TN  is the true negative value. It briefs the effective segmentation of non-tumor region or normal brain tissues 

by the algorithm. 

 

Experiment Results:- 
The operation was conducted experiments on four images from magnetic resonance imaging of the brain FLAIR1, 

FLAIR2, FLAIR3, FLAIR4 (A, B, C, D MR Brain Images), we will divide the results into two parts as follows: 
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4.1 Results Self-Organizing Map (SOM) and Performance Evaluation:- 

4.1.1 Results Self-Organizing Map (SOM):- 

 

Table.1:- Segmentation Results from Self-Organizing Map (SOM) 

FLAIR images Input image Classify segment Morphology cleaning Tumor Detected 

    A 

    
B 

    
C 

    
    D 

 
   

 

4.1.2Evaluation Performance of Self-Organizing Map (SOM):- 

 

Table.2:- “Performance Evaluation for Self-Organizing Map (SOM)” 

FLAIR 

images 

Accuracy 

detection % 

Jaccard 

Index 

 DOI Sensitivity Specificity Recall Precision 

  A 95,201 0,2843 0,5587 0,6939 0,6939 0,693 0,9790 

  B 95,201 0,5076 0,3408 0,8128 0,8128 0,812 0,6027 

  C 95,201 0,7580 0,8659 0,9871 0,9871 0,987 0,8839 

  D 95,201 0,3001 0,6801 0,7743 0,7743 0,7743 0,9070 

 

4.2 Results Hybrid Self-Organizing Map with Fuzzy k-means Algorithm (SOM-FKM) and Performance 

Evaluation of SOM-FKM 
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4.2.1 Results Hybrid Self-Organizing Map with Fuzzy K-means Algorithm (SOM-FKM). 

 

Table.3:- ” Segmentation Results from Hybrid SOM-FKM Algorithm” 

FLAIR images Input image Segment with FKM        Morphology Detected SOM -FKM 

    A 

    
    B 

    
    C 

    
    D 

    
 

4.2.2 Performance Evaluation for SOM-FKM Algorithm:- 

 

Table.4:- “Performance Evaluation of Hybrid SOM-FKM Algorithm” 

FLAIR 

images 

Accuracy 

Detection % 

Jaccard 

Index 

DOI Sensitivity Specificity Recall Precision Performing 

Segment 

A 99,940 0,7862 0,2830 0,9837 0,9837 0,6937 0,9789 -1,905 

B 99,940 0,5076 0,8678 0,9877 0,9877 0,8877 0,9811 2,007 

C 99,940 0,7580 0,8693 0,9871 0,9871 0,9871 0,8839 0,7923 

D 99,940 0,3002 0,6801 0,9843 0,9843 0,7743 0,9070 -1,101 

 

Conclusion:- 

In this paper, we have improved hybrid algorithm SOM-FKM and given excellent results from the (accuracy 

detection, Jaccard Index, DOI, Sensitivity, Specificity, Recall, and Precision). Show the effectiveness of the 
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improved algorithm in Table.3 (images A, B, C, D) and Table.4 were the performance of the algorithm S0M-FKM, 

as well as when compared to the results SOM alone or results in former researchers Nandha Gopa or 

Vishnuvarthanan and Rajasekerman. The purpose of the paper to help the doctors diagnose a patient in a short 

period of time and what is achieved with improved hybrid SOM-FKM.  
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