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In vehicular delay-tolerant networks, buffer management systems are 

developed to improve overall performance. However, these buffer 

memory management systems cannot simultaneously reduce network 

overload, reduce high priority message delivery time limit, and improve 

all priority class message delivery rates. As a result, quality of service 

is not guaranteed. In this paper, we propose a drop policy based on the 

constitution of two queues according to message weight, the position of 

the node in relation to the destination and the comparison of the oldness 

between the high-priority message and the messages in the low-priority 

queue. The results of the simulations show that compared to the 

existing buffer management policy based on time-to-live and priority, 

our strategy simultaneously reduces network overload, reduces the 

delivery time limit of high-priority messages and allows for an increase 

in the delivery rate of messages regardless of their priority. 
              

    Copy Right, IJAR, 2021,. All rights reserved. 

…………………………………………………………………………………………………….... 

Introduction:- 
The DTN (Delay Tolerant Network) proposed by the DTNRG (Delay Tolerant Network Research Group), appears 

as a solution to the problem of networks characterized by intermittent connectivity, long or variable time limits, 

asymmetric data rates and high error rates. In addition, these networks use the Store-Carry-and-Forward (SCF) 

paradigm due to the absence of a connection from one end to another between source and destination [1] [2]. VDTN 

(Vehicular delay-tolerant Networks) extend VANET (Vehicular Ad-Hoc Network) with DTN technologies to 

support long disconnections in a sparse environment where there is no connection from one to another between 

source and destination. Thus, VDTNs not only support the different applications (information and entertainment 

applications, traffic management applications, road safety applications....) supported by VANETs, but by using the 

SCF mechanism, they enable non-real-time communication, connectivity in remote areas without any conventional 

communication infrastructure [3] [4] [5]. In addition, VDTNs simultaneously support multiple asynchronous 

applications whose generated traffic have different requirements in terms of delivery time limit and delivered 

message ratios. Thus, in order to guarantee the quality of service, the traffic differentiation is elaborated at the 

bundle protocol level, which classifies the message traffic into three CoS (Class of Service) of priority: high priority 

for accident messages, medium priority for traffic management messages and low priority for information and 

entertainment messages [6] [7]. 

 

In addition, in order to increase the message delivery ratio on the one hand, and to reduce the message delivery 

delay on the other hand, VDTNs use multiple copy routing protocols. However, the combination of excessive 
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replication of these routing protocols in a limited buffer space and storage for varying lengths of time results in rapid 

buffer saturation. Thus, the overall performance of the network in terms of delivery ratio, delivery time limit and 

network overload is fully affected [4] [8] [9]. Consequently, it results in the need for the development of an efficient 

buffer memory management system in order to determine the message(s) to be transmitted during opportunistic 

encounters, on the one hand, and the message(s) to be dropped in case of buffer congestion, on the other hand [10] 

[11] [12]. Many strategies for buffer memory management (scheduling, dropping) have been developed to help 

improve the overall performance of the network. Some strategies are based either on global knowledge of the 

network (information on the whole network for all messages), however they are practically impossible to implement 

(partitioned network, highly dynamic topology...), while other strategies, preferably used, are based on local 

information (remaining time-to-live, size,…) [10]. The latter strategies fall into two categories depending on 

whether or not they use the CoS of priority required for the different applications carried in the VDTN. 

 

In [13], the authors proposed a buffer memory management policy based on message weight and the distance 

between the destination and the intermediate node with high delivery predictability [14]. The message weight is 

based on local message information. The local message information is: number of hops, number of replications, size, 

remaining time-to-live, and buffer time and priority class of service. The weight calculation allows messages to be 

split into two queues, one for high and one for low weight messages. The distance between the destination and the 

intermediate node with high predictability of delivery, allows determining the closest node to the destination in order 

to avoid the deletion of a message close to its destination. However, when the size of the new message is less than 

the size of the high weight queue and the node is close to the destination (d <dmin), then this message is ignored. 

Therefore, the message delivery rate will be affected. In order to determine the factors that enable an improvement 

of the overall network performance and quality of service, we formulate the following research question: What 

buffer management system should be developed to simultaneously enable a reduction of network overload, an 

increase of the message delivery rate regardless of the priority class and a reduction of the delivery delay of high 

priority messages? 

 

In order to address this concern, we propose in this article a buffer memory management system based on the 

dynamic weight of the message and the particular conditions for inserting a new high-priority message into the 

buffer.  

 

This paper is summarized in the following points:  

A state of the art of the most relevant buffer management systems, reducing network overload and delivery time on 

the one hand, and on the other hand allowing an improvement of the delivery rate.  

 

The proposal of a buffer abandonment strategy based on the weight of the message, the position of the current node 

in relation to the destination. The position of the current node in relation to the destination depends on the age of the 

high-priority message. 

 

The rest of the article is organized as follows. Section 2 presents previous work. Section 3 describes in detail the 

algorithm of the proposed buffer management strategy. The simulation area, simulation parameters, and results are 

presented in section 4. The conclusion and perspectives are presented in section 5. 

 
State of the art:- 

In delay-tolerant networks, nodes have limited bandwidth and buffer space. To this end, scheduling and dropping 

policies are developed to determine which message to abandon in the event of buffer congestion and which message 

to transfer during opportunistic encounters.  

 

In [15][16], the authors proposed a routing algorithm and a buffer management system based on message weight. In 

[15][16], the message weight is a function of the estimated delivery time of the message and the estimated number 

of hops at the destination. In the routing algorithm, the current node transfers the message either to the message 

destination, if the destination is in its neighborhood. Otherwise, it transfers the message to the neighbor with the 

lowest weight. The drop policy deletes the message with the lowest number of copies first, then the messages with 

the highest weight if the space left by the message with the lowest number of copies is insufficient. This strategy 

shows that limiting the number of message copies, estimates of the number of message hops and delivery time limit 

to the destination reduce network overhead and delivery time and improve the delivery rate. However, this strategy 

does not take into account the priority class of service. In [16], the authors proposed two expressions of weight, one 
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of which is used for message scheduling and the other for drop policy. For planning, weight depends on the number 

of copies, age and size of the message. The message with the highest weight is transmitted first. For the drop policy, 

the weight depends on  the number of copies, the time-to-live and the size of the message. In case of buffer 

congestion, the message with a higher weight than the weight of the incoming message is deleted first. This strategy 

reduces network overhead, increases the delivery rate, but does not reduce the delivery delay. In [17], the authors 

proposed a management system that divides messages into two queues according to message weight. In case of 

congestion, the messages in the high weight queue are deleted to insert the new message. If the buffer cannot 

accommodate the new message after the deletion of the messages in the high weight queue, then all messages in the 

high weight queue are deleted and then those in the low weight queue are deleted according to the increasing time-

to-live if the node is the destination of the message. Otherwise the new message is ignored. This strategy provides 

protection for recent messages, reduces network overhead, and increases the delivery rate. However, it does not 

offer any results on message delivery time limit. 

 

The authors in [18][19] proposed a buffer memory management strategy to improve the performance of the 

PRoPHET routing protocol [14]. Buffer memory management is based on the message utility function. This utility 

function takes into account parameters such as the time-to-live, the duration of the message in the buffer, the number 

of hops and the number of replications of the message. In case of buffer congestion, the message with the highest 

utility value is discarded. These strategies improve the message delivery rate and reduce network overload. 

However, these strategies have a message delivery time limit almost close to the traditional time-to-live based 

management strategy, SHLI (Evict Shortest Life Time First) [20]. 

 

In [21] [22], the authors proposed buffer management strategies that take into account traffic differentiation in order 

to highlight the different applications supported by delay-tolerant networks. In [21], the authors proposed two buffer 

management algorithms named Priority and Factor. Priority divides the messages in the buffer into a high-priority 

queue whose messages are transmitted using the First-Contact routing protocol [23], a medium-priority queue whose 

messages are transmitted using the Epidemic routing protocol [24], and a low-priority queue whose messages are 

transmitted using the Spray-and-Wait routing protocol [25]. Factor first transfers the high priority and highest TTL 

message. In case of buffer congestion, Factor drops the low TTL message first. However, if two messages have the 

same TTL value, then Factor abandons the lower priority message. Both of these strategies increase the rate of 

delivered messages and reduce network overload as the number of nodes increases. However, not only are the 

graphical representations (delivery rate, delivery time) independent of priority classes, but Factor also favors high 

priority messages over lower priority messages. In [22], the authors proposed a hybrid routing mechanism allowing 

the transfer of high, medium and low priority messages with the routing protocols Epidemic, Spray-and-Wait and 

First-Contact respectively. In case of buffer congestion, messages with a lifetime below a threshold are deleted. This 

strategy reduces network overload and increases the message delivery rate regardless of priority. However, not only 

is there an increase in delivery time limit compared to traditional strategies, but the proposed strategy uses an 

empirical threshold of the number of copies. 

 

The above buffer management systems have advantages and limitations. Thus, taking into account the advantages of 

systems based on priority service class and the advantages of systems based on message weight and utility functions, 

we propose a new buffer management model. 

 
The proposed buffer management strategy:- 

As mentioned in the previous section, the buffer management strategy proposed in [13] is composed of, on the one 

hand, the message weight based on local network information, and on the other hand, the combination of the current 

node's position with respect to the destination and the performance of the PRoPHET routing protocol [14].  

 

In this part, we present the system model, the constitution of queues, the conditions for inserting a high-priority 

message, the details of the drop policy and the scheduling policy. 

 

System model:- 

In VDTNs, the nodes are characterized by high mobility and relatively high speeds that result in a very dynamic 

network topology. This highly dynamic topology results in short contact times between nodes and intermittent 

connectivity. Consequently, message transfers are impacted by the mobility model [26] [27]. Thus, for message 

transfer, nodes must be within communication range. Furthermore, we assume that all nodes in the network have the 

same limited buffer memory capacity. 
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Queue building:- 

The weight of a message 

In [13], the weight of a message in the buffer is determined from the following local information: number of jumps, 

number of copies, size, lifetime, time in buffer and priority class of the message.  

 

This weight is given by the following expression: 

1 1 1 1
[ ] + + +                          (1)d i i

i i i i

P i HC RC
S TTL Tbuf P

    

Where HCi is the average number of hops of message i, RCi is the number of replications of message i, Si is the size 

of message i, TTLi is the remaining lifetime of message i, Tbufi is the time put in the buffer by message i and Pi is 

the priority class of message i. 

 

The Low Weight Queue and the High Weight Queue 

The low weight queue consists of messages whose weight is less than the average weight of all messages in the 

buffer. And the high weight queue consists of messages whose weight is greater than the average weight. The 

average weight of the messages in the buffer is given by : 
( )

1

1
  = [ ]                                                    (2)

( )

N t
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Where N(t) is the total number of messages in the node at date t and Pd[i] is the weight of a message in the buffer. 

 

Special conditions for inserting ahigh-priority message in a low weight queue of an intermediate node:- 

Comparison of number of hops and number of copies 

In [13], the low weight queue consists of messages that are recent because these messages have low hop counts and 

low copy counts. In our model, when the current node is an intermediate node and the size of the incoming message 

is greater than the sum of the high-weight queue size and free space, then we decide to delete all messages from the 

high-weight queue and then delete the messages from the low-weight queue according to their increasing TTL under 

a particular condition.  

 

The incoming message must be a high priority message and more recent than the message(s) to be deleted in the low 

weight queue. Thus, a message P is more recent than the message L, if the sum of the number of hops and the 

number of replications of P is less than the sum of the number of hops and the number of replications of L 

                                (3)P P L LHC RC HC RC    

 

Where HCP and RCP are the hop numbers and replicate numbers of the incoming high priority message (P). And 

HCL and RCL are the hop and replicate numbers of a message in the low priority queue (L). 

 

The following activity diagram shows the mechanism for inserting a high-priority message into a low-priority queue 

when the message size is greater than the sum of the high-priority queue size and free space. 

 
Figure 1:- High priority message insertion activity diagram. 
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Determination of the high predictability and near-destination node 

In [13], the authors determined the node of high delivery predictability and close to destination. The characteristics 

of this node combine the performance of the PRoPHET routing protocol and the characteristics of the node 

movement (speed, position, direction). This node is selected from a set of nodes that are candidates as next relay.  

 

This node is defined by the following expressions: 

4P( N;D ) P( M;D )                                                ( )  

0 5d( N;D ) d                                                            ( )  

 

Where P(N;D) and P(M;D) represent the delivery predictability of node N and node M, respectively, d(N;D) is the 

distance from node N to destination D, and do is the minimum distance to the destination given by : 

0  min{d(N;D)} = NDsin                                       (6)d   

With θ the angle formed by [ND) and [NH) is given by the figure below 

 
Figure 2:- Node movement in relation to the destination. 

 

In our model, we determine this node with high delivery predictability and close to destination to avoid the deletion 

of high-priority messages that have arrived at their destination. We can then improve the delivery time of these high-

priority messages. 

 

The operations of the proposed strategy:- 

In [17], when a message arrives, messages in the high weight queue are deleted. The condition for deleting messages 

from the low weight queue is based on the size of the incoming message and whether the node is the destination of 

the new message. Taking into account this condition, and the conditions on the high-priority message age and on the 

node's position relative to the destination, we propose a new buffer management strategy. 

 

When a new message arrives, then the messages in the high weight queue are deleted according to their decreasing 

weight, then the message is inserted. However, if the size of the incoming message is greater than the sum of the 

high-weight queue size and free space, then all messages in the high-weight queue are deleted, then those in the low-

weight queue are deleted according to their increasing TTL if the node is the destination of the message.However, if 

the current node is an intermediate node, then the messages in the low weight queue are deleted if these conditions 

are met. The current node is far from the destination, the message to be inserted is a high priority message and it is 

more recent than the message(s) to be deleted.  

 

The following figure shows the activity diagram of the proposed drop strategy 

 
Figure 3:- Drop stratégy activity diagram. 
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The proposed planning policy:- 

The purpose of the buffer scheduling policy is to determine the order in which messages should be sent to other 

nodes in the network because of the short contact time between nodes and the limited bandwidth [6] [28]. In the 

proposed buffer management strategy, we adopt a planning policy that takes into account the policy developed in 

[13] and the priority class of service. Thus, in opportunistic contacts, messages from the low weight queue are 

transmitted first, followed by those from the high weight queue. However, if two messages have the same weight 

value, then the message with the highest priority is transmitted first. 

 

Performance evaluation:- 

In this work, in order to evaluate the performance of the proposed strategy, we use the PRoPHET routing protocol 

[14] and the Factor buffer management strategy [21]. Factor transfers first the high-priority and highest TTL 

message. In case of buffer congestion, Factor drops the low TTL message first. However, if two messages have the 

same TTL value, then Factor drops the low priority message. The simulation tool used to perform buffer 

management system evaluations is the ONE (Opportunistic Network Environment) simulator [29]. It is a discrete 

event simulator that is written with the JAVA language. It is designed to simulate delay-tolerant networks. This 

simulator can be run under Windows or Linux.  

 

The following subsections present performance measures, simulation configurations, results and performance 

analyses in scenarios of 25 vehicles and 150 vehicles. 

 

Performance measures:- 

We used three performance measures to evaluate our management policy: the delivery rate by priority class, the 

average delivery time by priority class and the rate of network overload.  

 

The delivery ratio by priority class is determined by the ratio of the number of messages delivered in a priority class 

to the total number of messages in that priority class.  

 

The average delivery time limit per priority class represents the average time required by the message in relation to 

the priority class from the time of its creation to the time of its delivery to the destination.  

 

The network overload ratio represents the number of replications relayed for the delivery of a message. It is the ratio 

of the difference between the number of messages relayed and the number of messages delivered by the number of 

messages delivered. 

 

Simulation settings:- 

The Simulation Area 

The simulation area is a 4000m×4000m section of the city center of Bouaké in Ivory Coast. The actual data of the 

map of this city was imported from Open Street Map [30] (see Figure 4 (a)). Then these data obtained in .osm 

format were converted to .wkt [31] format for use in ONE. In addition, vehicle routes were separated from railways 

using OpenJump [32]. The initial positions of the nodes are shown in Figure 4 (b). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4:- (a) Map of Bouaké city center in Ivory Coast-(b) Initial positions of 25 nodes. 

 

 
(a) (b) 
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Simulation Parameters 

We simulate scenarios with a number of vehicles ranging from 25 vehicles to 150 vehicles. The vehicles move with 

a Shortest-Path Map-Based Movement model. Once they reach their destination, the vehicles pause for 600 to 900 

seconds before choosing a new destination with speeds between 30 and 50 km/h. In addition, the vehicles each have 

a constant buffer capacity that is set at 25 MB and 50 MB for each scenario. The vehicles use a wireless 

communication link (WiFi) with a data transmission rate of 6 Mbps and a transmission range of 30m. In addition, 

the traffic volumes generated by the high-priority messages are large. Thus, a high-priority message has a priority 

value of P=3 and a size in the range [750KB, 1.5MB]. A medium priority message has a priority value of P=2 and a 

size in the range [250KB, 750KB]. A low priority message has a priority value of P=1 and a size within the range 

[100MB, 250MB] [33]. In addition, all messages of each priority class are generated by three event generators, with 

a creation time in the range [15.30] seconds and a TTL of 120 minutes. All the parameters of the settings are given 

in table 1 below. 

 

Table 1:- Simulation parameters and their values. 

        Parameters Values 

Simulation time:  43200 s (12 h) 

Simulation are :a 4000m × 4000m 

Number of nodes :  25-50 

Buffer size : 25 MB - 50 MB 

Transmission rate : 6 Mbps 

Transmission range : 30 m 

Random speed : 30-50 km/h 

Message TTL: 120 min 

Waiting time:   600s -900 s 

Interval of creation:  15s -30s 

Message size: 100KB-1.5MB 

Mobility model: Shortest-path map-based movement 

 

The Results:- 
1. Variation of Buffer Size from 25M to 50M 

2. Performance evaluation with 25 vehicles 

 

Figure 5 shows the delivery ratio for high priority, medium priority and low priority messages when the buffer size 

ranges from 25M to 50M for the proposed policy and Factor.  

 

In general, whatever the buffer size (25M or 50M), the proposed policy is more efficient than the Factor policy since 

it provides significantly higher message delivery ratios per priority class (rates are between 58% and 64%) than the 

Factor policy (rates are between 6% and 61%). However, if we consider the competitiveness according to the buffer 

size, we notice that with the 50 M buffer size, the Factor policy is more efficient than the 25 M buffer size. 

Concerning the proposed policy, the difference in competitiveness is less perceptible with high rates of low 

amplitude between 58% and 64% for the respective buffer sizes 25M and 50M. This is explained by the fact that in 

the proposed policy, messages of all priority classes have the same chance of being delivered. Unlike Factor, this 

favors the high priority message to the detriment of messages from other priority classes. 
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Figure 5:- Message delivery ratio by priority class according to buffer size for 25 vehicles. 

 

Figure 6 shows the impact of buffer size on the network overload ratio for the proposed policy and the Factor policy.  

 

This figure shows that whatever the nature of the buffer management policies, buffers with a buffer size of 50 M 

allow for a reduction in network overload unlike buffers with a buffer size of 25 M. In addition, the proposed buffer 

management policy better reduces network overload compared to the Factor policy. In fact, the network overload 

ratio of the proposed policy ranges from 12.3 to 10 for the 25M and 50M capacity buffers respectively. Conversely, 

in the case of Factor, the overload rate varies from 36.31 for 25M to 23.9 for 50M. All this confirms the results of 

the previous Figure 6, which shows that with the 50M capacity buffers compared to the 25M capacity buffers, the 

proposed buffer management policy is better than Factor's for the 25 vehicle sample. In addition, this reduction in 

network overload in the policy is explained by the fact that in the proposed policy, replications are reduced by the 

use of the message weighting function. 

 
Figure 6:- Network overload ratio according to buffer size for 25 vehicles. 

 

Performance evaluation with 50 vehicles 

Contrary to Figure 5, Figure 7 is based on a sample of 50 vehicles even though both figures show the same 

performance indicators. Thus, did doubling the sample of vehicles change the trends in message delivery ratios for 

each of the priority classes of the two buffer management policies? The answer is no at the general level. That is, 

there is also confirmation for this figure, confirming the key results of Figure 6 presented during the interpretation of 

Figure 7. However, in this particular case, the Factor policy despite the buffer size (25M or 50M) in Figure 8 differs 

mainly from that of Figure 6 when comparing the variations in the average priority ratio: the magnitude of Figure 6 

(20%, 55%) is higher than that of Figure 8 (14%, 40%) for each of the buffer sizes (25M or 50M). 
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Figure 7:- Message delivery ratio by priority class according to buffer size for 50 vehicles. 

 

Figure 8 is also characterized for a sample of 50 vehicles and follows the same statistical objectives as those of the 

previous Figure 6. Thus, since we obtain a quasi-similarity of the 2 curves, we can deduce that compared to the 

Factor policy, the proposed buffer management policy reduces network overload more. In fact, the proposed policy 

based on the weight of the messages reduces replications and consequently the consumption of resources than the 

Factor policy. 

 
Figure 8:- Network overload ratio according to buffer size for 50 vehicles. 

 

Variation in the number of Vehicles 

In this section, we vary the number of vehicles from 25 vehicles to 150 vehicles. All vehicles have the same buffer 

capacity set at 50M. We evaluate the performance of the proposed buffer management policy and Factor's policy 

and then compare the performance of the two buffer management policies. Figures 9, 10, and 11 shows the impact 

of the number of vehicles on the delivery ratio for the proposed policy and Factor for low, medium, and high priority 

messages respectively.  

 

Figures 9 and 10 show that for an increase in sample size from 25 vehicles to 150 vehicles, we observe an increase 

in delivery ratios for low and medium priority messages with the proposed buffer management policy (𝜏𝑝𝑓9 =

+54.9% and 𝜏𝑝𝑓10 = +51.05%) while we observe a decrease in these rates with the Factor policy (𝜏𝐹𝑓9 = −68.8% 

and 𝜏𝐹𝑓10 = −79.8%). However, we obtain identical observations when the number of vehicles varies between 25 

and 100 (𝜏𝑝𝑓9 = +58.4% and 𝜏𝑝𝑓10 = +48.5%) for the proposed policy and (𝜏𝐹𝑓9 = −54% and 𝜏𝐹𝑓10 =

−70.35%) for Factor. 

 

Thus, performance in terms of delivery of low and medium priority messages is held by the proposed buffer 

management policy relative to that of Factor. Contrary to Figures 9 and 10, Figure 11 shows an increase in the 

delivery ratios of high priority messages with both the proposed buffer management policy (𝜏𝑝𝑓11 = +51,54%) and 

Factor (𝜏𝐹𝑓11 = +39.91%) for a sample of vehicles ranging from 25 to 150. However, identical observations are 

obtained when the number of vehicles ranges from 25 to 100 (𝜏𝑝𝑓11 = +47.24%) for the proposed policy and ( 

𝜏𝐹𝑓11 = +39.94%) for Factor. Thus, the Factor policy is only effective for the delivery of high priority messages. 
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Ultimately, it can be concluded that the proposed buffer management policy is efficient in terms of message delivery 

ratios whatever their priority class, in a low node density and high node density environment. 

 
Figure 9:- Delivery ratio of low priority messages according to the number of vehicles. 

 
Figure 10:- Delivery ratio of medium priority messages according to the number of vehicles. 

 
Figure 11:- Delivery ratio of high priority messages according to the number of vehicles 

 

Figure 12 shows the impact of the number of vehicles on the delivery delay of high priority messages for the 

proposed policy and Factor. 

 

This figure shows a low rate of variation in the average delivery delay of high priority messages both with the 

proposed buffer management policy (𝜏𝑝𝑓12 = −2.5%) and with Factor  (𝜏𝐹𝑓12 = −2.44%)  for a sample of vehicles 

ranging from 25 to 50.  In contrast, for a sample of vehicles ranging from 50 to 150, the rate of variation in the 

average delivery delay for high priority messages in the proposed policy (𝜏𝑝𝑓12 = −39.26%) is greater than that of 

Factor (𝜏𝐹𝑓12 = −29.39%). Therefore, the proposed policy favors‟ a low delivery time relative to Factor. This is 
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because in the proposed policy, when the current node is an intermediate node that is close to the destination, then 

high priority messages are not dropped. As a result, these messages arrive faster at the destination. 

 
Figure 12:- Average delivery delay for high priority messages according to the number of vehicles. 

 

Figure 13 shows the impact of the number of vehicles on network overload for the proposed policy and Factor where 

the number of vehicles ranges from 25 to 150. 
 

Figure 13 indicates that unlike the Factor policy (network overload rate 23.9 to 977.5), the proposed policy (network 

overload ratio 10 to 274.9) better reduces network overload for a sample of vehicles ranging from 25 to 150. This is 

due to the weight of the message used in the proposed policy allowing for a reduction in the number of replications 

 
Figure 13:- Network overload ratio according to number of vehicles. 

 

Conclusion and perspectives:- 
In this paper, we evaluated the performance of our buffer management policy, which takes into account the 

distribution of messages according to their weight in the queues, the mechanism for determining the node with high 

delivery predictability and close to destination, and the most recent high-priority message. Thus, by using message 

weight in the drop policy, we can observe a reduction in network overload. Moreover, the determination of the node 

of high predictability and close to the destination avoids the deletion of high priority messages that have almost 

reached the destination. Evaluating the performance of our policy with a Factor buffer management system shows a 

significant reduction in network overload, a reduction in the time limit of high priority messages and an increase in 

the delivery ratio of messages of all priority classes.  

 

When we take a sample of 25 vehicles, the delivery time is virtually equal to Factor. Therefore, in our future work, 

by integrating other mechanisms into the proposed model, we could further reduce the delivery time of high priority 

messages when the number of nodes is low, and thus improve road safety.  
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