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Question-answering systems rely on an unstructured text corpora or a 

knowledge base to answer user questions. Most of these systems store 

knowledge in multiple repositories including RDF. To access this type 

of repository, SPARQL is the most convenient formal language. It is a 

complex language, it is therefore necessary to transform the questions 

expressed in natural language by users into a SPARQL query. As this 

language is complex, several approaches have been proposed to 

transform the questions expressed in natural language by users into a 

SPARQL query.However, the identification of the question type is a 

serious problem. Questions classification plays a potential role at this 

level. Machine learning algorithms including neural networks are used 

for this classification. With the increase in the volume of data, neural 

networks better perform than those obtained by machine learning 

algorithms, in general. That is, neural networks, machine learning 

algorithms also remain good classifiers. For more efficiency, a 

combination of convolutional neural network with these algorithms has 

been suggested in this paper. The BICNN-SVM combination has 

obtained good score not only with small dataset with a precision of 

96.60% but also with a large dataset with 94.05%. 
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Introduction:- 
A question-answering system is a system that gives a precise answer to a question asked by a user in natural 

language. This kind of system can relies on an unstructured text corpora or on a knowledge base to answer the users’ 

questions [1]. An ontological knowledge base encompasses two components: the Tbox and  Abox[2]. The Tbox 

stores the lexicon or ontology of the domain, meta-information that describes the information stored in the Abox. 

The Abox or fact base stores knowledges of the domain in an RDF repository [3]. To reach this type of repository, 

SPARQL is the most suitable formal language. However, this complex language can only be decoded by experts. 

This urges us to transform natural language question into a SPARQL query[4]. This task is performed in several 

steps: question analysis, expression mapping, disambiguation, and construction of the corresponding SPARQL 

query. Concerning the analysis of the question,  most of the systems[5],[6], [7]use the parsers for the identification 

of the dependencies between words in order to characterize the question and the classified.These linguistic tools 

often make mistakes that are disseminated through the conversion process[7],[8]. In[8]the researchers have proposed 

a set of syntactic heuristics to do the conversion, however its analysis is very slow, it is even impossible to identify 

the questions starting with when. There are low precision and recall for the questions based on theaggregation.This 
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is why for[9]the major challenges at the level of the analysis of the question are: the identification of the type of 

thequestion, multilingualism and  identification of the operators of aggregation, comparison and negation.In 

addition, the questions are identified in  categoriesaccording to the taxonomy of[10]which gives no information 

about the type of SPARQL query corresponding to the natural language of the user. 

 

Contribution 

In the framework of this study, animproved version of LC_QUAD2.0 has been proposed where I classify natural 

language questions based on the triplet patterns of SPARQL queries. Then for the identification of the type of 

question, a hybrid model of question classification has been proposed: BICNN-SVM.Support Vector Machine 

(SVM)is a powerful classifier.However, it needs the lexical, syntactic and semantic characteristics of each question 

to be trained.  Extracting these features is time-consuming and requires expert knowledge. The extraction of features 

by the convolutional neural network CNN which allows to automatically extract the features of each question and 

transmit them to the SVM classifier has been proposed. To take into account the context and position of each word, 

every question will be traversed by CNN filters in two directions: from the beginning to the end and from the end to 

the beginning. This is why, it is known as BICNN. 

 

This paper is structured as follows: section II is related literature review on the questions classification. In section 

III, irregularities on the LC_QUAD2.0 dataset. In section IV, a class proposal for LC_QUAD2.0 description of the 

proposed model.In section V, evaluation of the model. 

 

Related Works:- 

According to[11]there are four main approaches to question classification which are: (1) rule-based approaches, (2) 

machine learning approaches, (3) deep learning approaches, (4) hybrid approaches. 

 

Rule-Based Approaches[12], [13], [14], [15]rely on large-scale predefined grammatical, syntactic and semantic rules 

to determine the type of question. These rules are done manually. This process requires a lot of time and expertise. 

For [16] these approaches can hardly be extended to the other domains. They are less performant than approaches 

that are based on machine learning. 

 

Machine learning is based on several methods, among which: Support Vector Machine (SVM), Naïve Bayes, 

Decision Tree, K Nearest Neighbor, Random Forest. [17] Extracts features such as question focus, question length, 

named entities, lexical block. It then uses them for question classification with maximum entropy. [18]Uses a 

function called kernel tree to extract the syntactic features of the questions and SVM to do question 

classification.Without using syntactic and semantic features [19]proposes a tree core with SVM to identify the 

questions. It has achieved an accuracy of 87.4%. [20]analyzes the impact of instance selection on k-nearest neighbor 

(KNN) based text classification. [21]uses four classifiers that are: Naïve Bayes, J48, BFTree and OneR for sentiment 

analysis optimization. In terms of well-ranked instances, OneR is the top performer. According to[16] the traditional 

machine learning methods provide good results. However, they do not perform well with large datasets or with 

semantically complex content. These methods use Term Frequency-Inverse Document Frequency (TF-IDF) for the 

representation and vectorization of the texts’ characteristics.Whereas this type of feature representation does not 

grasp the meaning of words or identify relationships between them[22]. In fact, word embedding is an alternative 

that quantifies the semantics between words. This type of feature representation is generally used in approaches 

based on deep learning which have better performances than the traditional methods. [22]uses Long Short Term 

Memory (LSTM) and Bidirectional LSTM (BILSTM) for the classification of Arabic questions in the field of health.  

 

[23]was the first to use the convolutional neural network for natural language processing.[24]proposes a 

convolutional network with dynamic k-max-pooling for question and sentiment classification. Dynamic k-max-

pooling generates a feature map of each sentence. It captures short and long relationships between words. The 

parameter k of the pooling is chosen according to the size of the sentence. In order to improve the performance of 

convolutional neural networks for sentence classification [25]adds machine learning strategies such as 

normalization.For the prediction of small classes to be more accurate[26]proposes a model with an extended 

structure of CNN 

 

Analysis ofthe LC-QuAD2.0 DataSet:- 

[1] and [27]classify questions according to the different kind of requests for the LC-QUAD2.0 dataset. However, 

[27]stresses irregularities in the data set. Accordingly, an overview of the three fields which are: subgraph, 
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template_id, template has been done to get table1. It has been found that each of the subgraphs center and right-

subgraph contain two different templates, rank and boolean-one-hop-right-subgraph containing three different 

template. Statement_property and boolean_double_one_hop_right_subgraph also contain four different templates. 

Confusion in the template_id field is noticeable. For example in the rank, two different templates have identical 

template_id rank_2. The same problem is observable at the level of boolean-one-hop-right-subgraph and boolean-

double-one-hop-right-subgraph. In the dataset there are 1556 questions that have neither template nor template_id. 

Therefore, they are not classified in any subgraph. These irregularities can have drawbacks on the performance of 

the classification.  

 

Proposed Model:- 

This section, presenting my approach to classifying natural language questions is structured in four parts that are: (1) 

The proposed taxonomy; (2) Transformation of questions; (3) The convolutional neural network; (4) Support Vector 

Machine (SVM). 

𝒟, a dataset comprising several questions: 

𝒟 =    qi , yj  wherei ∈  1, 2, … , n  et  j ∈  1, 2, … , m  

with:  qi    the ith  natural language question and yj the j
th
class that corresponds to the type of SPARQL query pattern 

triplet used to extract qi  ‘s answer from the knowledge base. 

For example given a question qi  : Who is the film editor and director of Reservoir Dogs? Classification will allow to 

identify corresponding  yj  : (ent-pred-obj1. ent-pred-obj2)  

 

Proposed Taxonomie 

The overview of the dataset has allowed to see that it contains 25 templates. Each template corresponds to a set of 

questions. Each template can be assigned a unique identifier to as presented in table2. The questions have be 

classified according to the 25 templates. 

 

Features Extraction  

Transforming of questions 

The question classification approach is based on Convolutional Neuronal Network (CNN). It cannot process texts 

directly. The questions are therefore transformed into digital form.This task is carried out by the word embedding 

which makes it possible to transform each word of a dictionary into a vector of numbers.There are several types of 

word embedding. But Glove is used throught this research because it is simple and easy to implement.  

A question qi  is considered as a sequence ofl words: 

qi =  m1m2m3 … ml                                                           (1) 

Each word  miis transformed using the word embedding into a vectorvi ∈ ℝkof dimensionk. These vectors are 

concatenated to give a matrix representationMPiof the ith  question. 

MPi =  v1⨁v2 ⊕ v3 ⊕ …⊕ vl                                                (2) 

WhereMPi  is the matrix of dimension × k , which represents the question, ⊕  is the concatenation operator. 

 

Convolution Layer 

The convolution layer receives as input the matrixMPi . The objective at this layer is to identify a set of 

characteristics, proper to each type of question. With convolutional neural networks, the characteristics of each type 

of question are not predefined, but learned automatically.Convolution operation consisting in sliding a filter 

Fi ∈ ℝt×k to a window of t word vectors of MPi   is carried out. During the convolution operation, by varying the size 

t, different filters can be used to cover several word vectors of the matrix MPi . In this work the filters are slid in two 

directions of the matrixMPias proposed by [28]. From the start to the end and from the end to the start.Each 

convolution help obtain a new characteristicci   and  ci   of the question by: 

ci   = f Fi
    . MPi + bi                                                                        (3) 

ci   = f Fi
    . MPi + bi                                                                        (4) 

WhereFi
    is the i

th
 filter that slides along the matrixMPifrom start to end. 

Fi
    is the i

th
 filter that slides from the end of the matrix to the beginning,  bi is the bias andfis the nonlinear activation 

function. 

Each filter provides a characteristic card: 

ci   =  c1    , c2    , … , c1−n+1                                                                            (5) 

ci   =  c1    , c2    , … , c1−n+1                                                          (6) 
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Pooling Layer   

At this layer, the Maxpooling operation is applied to each c  and c to choose the maximum value.The goal is to find 

out the most important features generated by a filter. 

ci    = max ci                                                                                                  (7) 

ci    = max ci                                                                                                 (8) 

c  =  c1     , c2     , … , cr                                                                                   (9) 

𝑐  =  𝑐1     , 𝑐2     , … , 𝑐𝑟                                                                                   (10) 

Before flatten a concatenation of 𝑐  ⊕ 𝑐  is done. 

𝑥𝑖 = 𝑐  ⊕ 𝑐  =  𝑐1     , 𝑐2     , … , 𝑐𝑟     , 𝑐1     , 𝑐2     , … , 𝑐𝑟                                                                     (11) 

Where𝑥𝑖represents the characteristics of the𝑖𝑡ℎquestion which are sent to the SVM classifier. 

 

Classifier Support Vector Machine (SVM)   Multi-Class 

SVM is a maximum margin classifier developed by [29].The main idea is to search for an optimal hyperplane 

separating the data into two sets.It is a binary classifier.There are several methods to adapt it to multi-class cases: 

one against one, one against all, Oriented Acyclic Graph and the descending hierarchical method [30]. In our work, 

we use the «one against all» method. Because according to [31] and [32], it is robust, simple to implement and able 

to manage large-scale datasets.This method consists in finding a hyperplane𝑝𝑘 𝑤𝑘 , 𝑏𝑘 for each class 𝑦𝑘 in order to 

separate it from all the others [32].The class 𝑦𝑘 is considered positive and the others negative.Which requires k 

binary SVM for a problem of k classes.[33]presents the optimization problem as follows: 

 

Where w weight vector, b the bias, ϕ the transformation function in a higher dimension, C makes it possible to 

control the trade-off that may exist between maximizing the margin and minimizing the classification error and ξ 

deviation variable. 

The resolution of (12) allows k hyperplanes which represent the decision functions: 

 

 

 

 

 

 

 

The class of element x is the largest value of the decision function: 

Fig.1:- architecture of the proposed model. 
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𝑐𝑙𝑎𝑠𝑠 𝑥 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖=1,…,𝑘(  𝑤𝑖 𝑇𝜙 𝑥𝑗 + 𝑏𝑖)                      (14) 

 

Table 1:- Overview of LC-QUAD2.0 
N° TEMPLATE TEMPLATE_ID SUBGRAPH NUMBER 

OF 

QUESTIONS 

1 E REF ?F 1.1 center 3304 

2 ?D RDE E                                                           1.2 center 740 

3 (E pred ?Obj ) prop value statement_property_1 statement_property 2969 

4 (E pred F) prop ?value statement_property_2 statement_property 2943 

5 Count Obj (ent-pred-obj)                                          Count_1 statement_property 656 

6 Count ent (ent-pred-obj)                                           Count_2 statement_property 768 

7 E REF ?F . ?F RFG G                                              1 right-subgraph 2505 

8 E REF xF .xF RFG ?G                                              2 right-subgraph 1923 

9 C RCD xD .xD RDE ?E 5 left-subgraph 1791 

10 <?S P O ; ?S InstanceOf Type> 2 simple question left 2042 

11 <S P ?O ; ?O instanceOf Type> 1 simple question right 1872 

12 ASK ?sbj ?pred ?obj filter ?obj = num 3 booleanwithfilter 1672 

13 []                                                                 1556 

14 <?S P O ; ?S instanceOf Type ; starts with character > 2 string matching simple 

contains word 

1307 

15 <?S P O ; ?S instanceOf Type ; contains word > 3 string matching type + 

relation contains word 

1307 

16 select where (ent-pred-obj1 . ent-pred-obj2)                       1 two intentions right 

subgraph 

740 

17 ?Eis_a Type. ?Epred Obj. ?E-secondClause value. MAX (value)      Rank_2 Rank 377 

18 ?Eis_a Type. ?Epred Obj. ?E-secondClause value. MIN (value)      Rank_2 Rank 377 

19 ?Eis_a Type, ?E predObj  value. MAX/MIN (value)                  Rank_1 Rank 377 

20 Ask (ent-pred-obj)                                                1 booleanone_hop right 

subgraph 

318 

21 Ask (ent-pred-obj`)                                                1 booleanone_hop right 

subgraph 

173 

22 Ask (ent`-pred-obj) 1 booleanone_hop right 

subgraph 

9 

23 Ask (ent-pred-obj1 . ent-pred-obj2)                               2 boolean double one_hop 

right subgraph 

212 

24 Ask (ent-pred-obj1` . ent-pred-obj2)                               2 boolean double one_hop 

right subgraph 

147 

25 Ask (ent-pred-obj1 . ent-pred-obj2`)                               2 boolean double one_hop 

right subgraph 

125 

26 Ask (ent`-pred-obj1 . ent`-pred-obj2)                               2 boolean double one_hop 

right subgraph 

16 

 TOTAL    30226 

 

Table 2:- Class Proposed. 
N° TEMPLATE_ID ID TEMPLATE NUMBER 

OF 

QUESTIONS 

1 Center_11 CT1 E REF ?F 3304 

2 Center_12 CT2 ?D RDE E                                                           740 

3 simple question left_2 SQL <?S P O ; ?S InstanceOf Type> 2042 

4 simple question right_1 SQR <S P ?O ; ?O instanceOf Type> 1872 

5 right-subgraph_1 RS1 E REF ?F . ?F RFG G                                              2505 

6 right-subgraph_2 RS2 E REF xF .xF RFG ?G                                              1923 

7 left-subgraph_5 LSB C RCD xD .xD RDE ?E 1791 

8 statement_property_1 SP1 (E pred ?Obj ) prop value 2969 

9 statement_property_2 SP2 (E pred F) prop ?value 2943 

10 statement_property_Count_1 CU1 Count Obj (ent-pred-obj)                                          656 

11 statement_property_Count_2 CU2 Count ent (ent-pred-obj)                                           768 

12 Rank_1 RK1 ?Eis_a Type, ?E predObj  value. MAX/MIN (value)                  377 

13 Rank_2_MIN RK2 ?Eis_a Type. ?Epred Obj. ?E-secondClause value. MIN 

(value)      

377 

14 Rank_2_MAX RK3 ?Eis_a Type. ?Epred Obj. ?E-secondClause value. MAX 

(value)      

377 

15 Two_intentions_right_subgraph_1 TIR select where (ent-pred-obj1 . ent-pred-obj2)                       740 

16 String_matching_simple_contains_word_2 ST1 <?S P O ; ?S instanceOf Type ; starts with character > 1307 
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17 String_matching_type_relation_contains_word_3 ST2 <?S P O ; ?S instanceOf Type ; contains word > 1307 

18 Boolean_one_hop_right_subgraph_1 BO1 Ask (ent-pred-obj)                                                318 

19 Boolean_one_hop_right_subgraph_2 BO2 Ask (ent-pred-obj`)                                                173 

20 Boolean_one_hop_right_subgraph_3 BO3 Ask (ent`-pred-obj) 9 

21 Boolean_double_one_hop_right_subgraph_1 BD1 Ask (ent-pred-obj1 . ent-pred-obj2)                               212 

22 Boolean_double_one_hop_right_subgraph_2 BD2 Ask (ent-pred-obj1` . ent-pred-obj2)                               147 

23 Boolean_double_one_hop_right_subgraph_3 BD3 Ask (ent-pred-obj1 . ent-pred-obj2`)                               125 

24 Boolean_double_one_hop_right_subgraph_4 BD4 Ask (ent`-pred-obj1 . ent`-pred-obj2)                               16 

25 booleanwithfilter BFL ASK ?sbj ?pred ?obj filter ?obj = num 1672 

 TOTAL    28670 

 

Experimental Study:- 

In this section, the performance of the proposed model is evaluated on two datasets. It is also compared with those 

of other question classification models. 

 

Experimental Dataset  

To evaluate the model, two datasets has been selected because they are frequently used in questions classification. 

- Text REtrieval Conference (TREC): allows to classify a question into 6 types of question. This enables  to know 

if the question is related a person, a place, digital information [10]. 

- Large-scale Complex Question Answering Dataset (LC-QUAD2.0): is a large data set containing complex 

questions. 

 

These data sets that are texts have cleaned because they often contain unnecessary characters and words. 

 

Table 3:- Statistics on the two data sets. 

Dataset Classes Train set Test set  

TREC 6 5454 500 

LC-QUAD2.0 25 22962 5741 

 

Parameters of the Model 

For experimenting the system, datasets that contain raw words are used. These words must be converted into vectors 

in order to extract the characteristics of each question. Several methods as proposed by [34] have been referred to: 

1. Bag-of-words (BOW): a question is considered as a bag of words. Syntactic structure and semantic relationships 

between words are ignored. 

2. Term frequency-inverse document frequency (TF-IDF): assigns a higher weight to words with a high or low 

document frequency term without taking into account the similarity between the words.     

3. Word embedding: each word in the dataset is mapped to a d-dimensional vector of real numbers taking into 

account the syntactic and semantic structure of the question. Severaltypes of word embedding already exist. We 

use pre-trained 300 dimensional Global Vectors for Word Representation (GloVe).For GloVelevel feature 

extraction, the convolutional neural network is used with four Conv2D convolution layers. In each of the first 

two layers there are 50 filters of size 2. Each of the last two contains 50 filters of size 3. MaxPooling2D is 

applied to each of the layers. The four MaxPooling2D are concatenated and then connected to the flattern layer. 

The weights obtained at the output of flattern are thus sent to machine learning algorithms such Support Vector 

Machines (SVM), Naive Bayes (NB) and Random Forest (RF). 

 

Results of the Experimental Study 

The machine learning algorithms is presented and analysed for three types of extracted features. It is concerned two 

datasets of different sizes. The evaluation of the models is based on the following metrics: the precision, the recall 

and the F1-score. The formulas are as follows:  

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                                                           (15) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝑇𝑁
                                                                                                  (16) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
                                                                (17) 

 Where: 

𝑇𝑃is ‘True Positive’. It is the number of samples predicted correctely. 
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𝐹𝑃is ‘False Positive’. It is the number of samples in which the other classifications are incorrectly predicted as this 

classification. 

𝑇𝑁is ‘True Negative’. It is the number of samples that are incorrectly predicted as other classifications.   

 

TREC DataSet 

Table 4:- Results with the TREC DataSet. 

Features Models Precision (%) Recall 

(%) 

F1-score (%) 

 

 

Bag of word 

SVM 84.81 84.20 84.32 

Naive Baye 79.69 78.80 79.06 

Random Forest 75.27 74.00 74.44 

Logistic Regression 84.45 84.20 84.32 

 

 

TD-IDF 

SVM 86.06 85.60 85.55 

Naive Baye 80.14 78.40 79.00 

Random Forest 78.43 76.80 77.60 

Logistic Regression 83.96 83.60 83.55 

 

 

GloVe 

BICNN-SVM 96,60 95,78 96,18 

BICNN-Naive Baye 90.81 89.95 90.37 

BICNN-Random Forest 91,60 91,30 91,44 

BICNN-Logistic Regression 90.92 91.00 90,95 

 

 

 

 

 

 

 

Fig 3:- Confusion Matrix of the BICNN-SVM Model with TREC DataSet. 

 

Table 4 presents the classification performances of the SVM, Naive Baye, Random Forest and Logistic Regression 

classifiers as a function of the Bag of Word, TD-IDF and Glove features a pre-trained word embedding.With bag of 

word SVM identifies questions with 84.81% precision while Naive Baye identifies them correctly with 79.69% 

accuracy, Random Forest 75.27% and Logistic Regression 84.45%. At the level of TD-IDF, SVM makes a 

classification with a precision of 86.06 while Naive Baye at 80.14%, Random Forest 78.43% and Logistic 

Regression 83.96%. For the Glove pre-trained word embedding, BICNN-SVM performs well with aprecision of 

96.60% while BICNN-Naive Baye has a rate of 90.81%, BICNN-Random Forest 91.60% and BICNN-Logistic 

Regression 90.92%. 

 

LC_QUAD2.0 DataSet 

Table 5:- Results with LC_QUAD2.0 DataSet. 

Features Models Precision (%) Recall (%) F1-score (%) 

 

 

SVM 84.18 80.67 81.43 

Naive Baye 81.43 72.91 75.69 
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Bag of word Random Forest 80.98 77.45 78.16 

Logistic Regression 83.53 81.83 82.10 

 

 

TD-IDF 

SVM 81.38 79.99 80.32 

Naive Baye 82.40 69.45 73.47 

Random Forest 80.68 78.44 79.54 

Logistic Regression 82.52 79.19 80.16 

 

Pretrained 

GloVe 

BICNN-SVM 94,05 93,65 93,84 

BICNN-Naive Baye 82.71 82.73 82.71 

BICNN-Random Forest 82.97 82.62 82.72 

BICNN-Logistic Regression 83.39 82.66 82.86 

 

Table 6 shows the results of the evaluation of the different models according to the three characteristics Bag of 

Word, TD-IDF and pre-trained GloVe. 

 

At the level of the Bag of Word SVM obtains a precision of 84.18%, Naive Baye at a precision of 81.43%, Random 

Forest 80.98% and Logistic Regression 83.53%. With TD-IDF, SVM obtains a precision of 81.38%, Naive Baye at 

82.40%, Random Forest 80.68% and Logistic Regression 82.52%. For pre-trained Glove BICNN-SVM obtains a 

good performance of 94.05% while BICNN-Naive Baye obtains 82.71%, BICNN-Random Forest 82.97% and 

BICNN-Logistic Regression 83.39%. 

 
Fig 4:- Confusion Matrix of the BICNN-SVM Model with LC-QUAD2.0 DataSet. 

 

Discussion:- 
They obtain better results than the results obtained with the bag of word and TD-IDF characteristics. This good 

performance is due to the vector representation strength of the pre-trained GloVe word embedding. It also depends 

on the extraction power of the BICNN network and its ability to keep the link between words and their order in two 

ways to understand the context. For the vector representation of the words glove takes into account not only the 

frequency of each word but also the relation between each word and the other components of the question. In 

addition, it should also be noted that whatever the characteristics, the results of SVM are better than those of the 

other algorithms. The results obtained with the TREC dataset are also better than those of the LC_QUAD2.0 set, 

because LC_QUAD2.0 is larger than TREC. These results show that it is possible to improve the performance of the 

machine learning algorithms by helping them benefit from the vector representation strength of word embeddings 

and the extraction power of neural networks. 
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Fig 5:- Accuracy of Classifiers with TREC. 

 

 
Fig 6:- Accuracy of Classifiers with LC_QUAD2.0. 

 

Conclusion:- 
In this work, a version of LC_QUAD2.0 has been proposed. The natural language questions based on the triplet 

patterns of SPARQL queries have been classified. A combination of neural network with machine learning 

algorithms for question classification have also been referred to. The Combined models better perform with both 

datasets. The BICNN-SVM model achieves an accuracy of 96.60% with the TREC dataset and 94.05% with the 

large LC_QUAD2.0 dataset. 

 

In the future, a study on the effect of other word embeddings such as FastText, ELMO, BERT on the performance of 

the hybrid model will be carried out.  
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