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The routing and spectrum allocation (RSA) problem in elastic optical 

networks (EON) is to first find a path for a connection request and then 

allocate a frequency slot to it. Due to spectrum continuity and 

contiguity constraints, some available frequency slots cannot be 

allocated to connection requests. In this case, one solution is to reassign 

slot to some existing connections to accept new ones. However, most 

current reallocation schemes are proposed for unprotected connections. 

With the very high throughput of connections in EONs (Tb/s per link), 

the requirement for connection protection is becoming standard. In this 

paper, we examine a frequency slot reallocation approach for protected 

multicast connections. The proposed approach allows the reallocation 

of available and already used slots by temporarily using the protection 

resources. The experimental results show an average blocking 

probability of 10% lower than reallocation with hoptuning and the 

conventional MC-RSA algorithm. 
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Introduction:- 
Context 

Elastic Optical Networks (EON) represent one of the major solutions to cope with the heterogeneous nature of today's 

bandwidth demands. In these networks, the spectrum in a link is subdivided into small units called Frequency Slots 

(FS) identified by a specific index number. This feature of EONs allows for dynamic and flexible allocation of 

bandwidth (block of slots) according to user demand. However, spectrum allocation in EONs is subject to two main 

constraints, namely contiguity and continuity of spectrum. These constraints make spectrum allocation in EONs 

complex. The problem of route selection and spectrum allocation in EONs is called Routing and Spectrum Allocation 

(RSA) problem [1]. The contiguity constraint means that the FSs assigned to a connection must be contiguous 

(successive indices). The continuity constraint requires that for a given connection, the same spectrum range (the 

same successive indices) is reserved in each link along the connection path i.e. from source to destination. Many 

applications in optical networks require the transmission of identical data from a network node called the source to 

several other network nodes called destinations [2]. The connection from a single source to several destinations is 
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called a multicast connection. This type of point-to-multipoint connection is realised in optical networks through a 

ligth-tree. An optical tree can be thought of as a tree rooted at the source node where the leaf nodes of the tree are the 

destinations. In this context, each path from the source to the destination of a multicast tree is called a branch of the 

optical tree. There are different ways of dealing with the spectrum allocation of connections, while some only allocate 

a connection request if there are contiguous slots available, others try to reallocate existing connections to make room 

for new requests. Regardless of the allocation scheme used, protection methods are regularly included to allow for 

greater reliability of EONs [3][4]. This involves reserving alternative paths in the network for each branch of the tree 

that will be used in the event of a physical link failure on one of the branches of the multicast tree to replace it. With 

the number of resources available to protect current connections, shared backup path protection methods (SBPP) are 

preferred by operators over dedicated backup path protection (DBPP). In this protection method, some backup paths 

of the branches of the multicast tree can share the same protection resources (links, slots), as long as the branches they 

protect are of disjoint link. Continuity and spectrum adjacency constraints are one of the main causes of blocking 

connections in EONs. A reallocation of slots with established connections can create blocks of contiguous slots to 

satisfy ongoing requests. 

 

Objectifs:- 
The objective of this paper is to reduce the probability of blocking in the network. Specifically, we need to: propose a 

slot reallocation mechanism for established multicast connections using temporary backup paths. 

 

Motivation 

Many dynamic reallocation approaches have been proposed [8][9][10][11][12]. These approaches consist in 

reallocating only available resources to already established connections in order to accept new requests. In elastic 

optical networks where the connections are not protected, these techniques reduce the probability. However, in elastic 

optical networks where connections are protected the probability can be improved by reallocating available or already 

used slots to existing connections. This is possible by using the resources of the backup paths without interrupting the 

already established connections. 

 

Oganization 

The rest of the paper is organised as follows in 2 we will have the state of the art on routing and spectrum assignment, 

as well as on reallocation, Section 3 presents a formal definition of the problem of reallocation of multicast 

connections using backup paths. Section 4 proposes the Shared Backup Path Protection Reallocation (SBPPR) 

algorithm. In Section 5, the proposed algorithm is simulated and the results are analysed and discussed. Finally, 

Section 5 concludes with some perspectives. 

 

Related Works:- 

Multicast routing and spectrum allocation with shared backup paths 

In this section, we present the basic approach to multicast routing and spectrum allocation (MC-RSA). This approach 

consists in splitting the routing and spectrum allocation problem into two sub-problems. The first is the routing 

problem, which consists of finding a tree for a given connection request. The second problem is spectrum allocation, 

which seeks available spectrum resources for the request according to the contiguity and continuity constraints 

mentioned above. Thus for each multicast connection request, k disjoint shortest path trees are pre-computed, then we 

sort the list of the k shortest paths obtained in the order they were found. We select the first tree as the route of the 

connection request if it can be allocated, the disjoint backup paths of the tree are calculated for each branch of the 

tree. Finally we reserve the resources for each of the obtained backup paths. If the first tree cannot be allocated and/or 

the backup paths found, we try the next tree among the k trees, and the process stops when the tree and the backup 

paths can be allocated or if we have tried all k trees [12][14].  

 

Spectrum reallocation 

When the selected tree and its backup paths are allocated, the multicast connection request is established in the 

network which now has a number of contiguous slots to handle the traffic. Each connection request is allocated in 

the first available contiguous slots on all links in the tree. If there are enough slots available on the links in the tree, 

but the slots are not contiguous, we try to reallocate existing connections in order to create contiguous slots to satisfy 

the new connection request [15][16]. Several reallocation techniques exist and can be grouped into 4 main 

techniques [17]. 
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The first is the re-optimisation technique, which consists of interrupting the current connection before re-

establishing on new slots. This technique is energy efficient as no additional equipment is required. It is also the 

most efficient in terms of reallocation solutions, however, it causes a large number of flow interruptions (Figure 2). 

Because of the high number of interruptions it causes, it is often used for the reallocation of backup paths [32][33]. 

 

With the Make-Before-Break technique, the connection to be reconfigured is established on its new path before the 

old one is deleted. This avoids interruptions to the flow. However, the increased use of network resources required 

for its implementation is a major drawback (Figure 3).  The MBB [18], MBBR [19] and MCDA [20] algorithms are 

an implementation of this technique. Most approaches implementing this technique are designed for unprotected 

networks. Due to the additional resources involved, reallocation solutions with the Make-Before-Break technique 

are limited by the availability of intrinsic network resources. 

 

The push-and-pull technique initiated in [33][34] is a response to the resource wastage of the MBB technique. In this 

approach, the existing connection is moved into adjacent available slots of the same size, so that it becomes adjacent 

to another connection (Figure 2). In [24], [25], the authors presented algorithms that use reallocation and rerouting 

of existing connections with the push-pull technique. However, the trade-off of this technique to the increased use of 

additional resources is a long execution time. In addition, the proposed reallocation solutions are limited to the 

reallocation of available slots. Whereas already used slots can be reallocated if the connections using them are in 

turn reallocated first. In [26] and [27] the authors proposed reallocation schemes using dedicated backup paths. In 

this scheme, a backup path and its primary path are exchanged so that the backup path becomes the primary path and 

the primary path becomes the backup path. Such an approach is not viable for multicast connections where the 

exchange between a backup path and its primary path (in this case a branch of the multicast tree) may cause flow 

interruptions. 

 

Finally the Hop-tuning technique in which, an existing connection is moved to any available contiguous slots. This 

hop-tuning is a great advantage, as the time required for such an operation is very short (Figure 4). In [22] the 

authors showed the efficiency of the hoptuning technique compared to the MBB and push-pull techniques. In [21], 

the authors proposed a reallocation algorithm with the hop-tuning technique that minimises the number of 

connections to be reconfigured in unprotected networks. The proposed approach reallocates only the available slots. 

 

The body of work on slot reallocation in elastic optical networks only reallocates free slots in the network. This 

greatly limits the reallocation performance, so the use of backup paths can allow the reallocation of already used 

slots.  We therefore propose to overcome the dependencies between already used slots by using backup paths in the 

reallocation process to increase the reallocation solutions of existing connections in order to reduce the probability 

of network blocking. 

Image I:- 

 

 

 

 

 

Reallocation by reoptimisation: a) network state before defragmentation, b) step 1: delete all current connections, c) 

step 2: restore all connections (network state after defragmentation). 

 

Image II:- 
 

 

 

 

 

Reallocation by the Make-Before-Break method: a) Network state before defragmentation, b) step 1: create a copy 

of the existing connection in (blue), c) step 2: delete the original connection d) step 3: network state after 

defragmentation 

 

Image III:- 
 

a) b) c) 

a) b) c) 

a) b) c) d) 
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Push-and-pull reallocation: a) Network state before defragmentation, b) step 1: move the green connection to the 

left, c) step 2: move the blue connection adjacent to the green connection (network state after defragmentation). 

 

Image IV:- 

 

 

 

 

 

 

Hop-tuning reallocation: a) Network state before defragmentation, b) Step 1: Move the blue connection between the 

yellow and green connections (network state after defragmentation) 

 

Modelling the problem:- 

Network Model 

The network model we propose is as follows: 

An EON network can be considered as a graph G = (V, E) where V =  𝑣𝑖| 𝑖 =  {1,2,… , 𝑛}   is the set of vertices and 

E =  𝑒𝑖𝑗 | 𝑖, 𝑗 ∈  𝑉   is the set of links. A node 𝑣𝑖  corresponds to a variable optical switch in the network and a link 

𝑒𝑖𝑗  represents a fibre optic link. No wavelength conversion is allowed in the network and all nodes have multicast 

capability. 

- Let F = { 𝑓1,… . . , 𝑓|𝐹|, } an ordered set of frequency slots where F represents the number of slots in each lin 

of the network. 

- A multicast connection request mc = {s, D, n} where s is the source node and D = { d1….dn } the set of 

destinations nodes of mc and n  the number of slots requiered by mc. 

-  Let MC = {mci | i = 1,....k} be the set of existing multicast connections in the network such that 𝑚𝑐𝑖  = {𝑠𝑖 , 
𝐷𝑖 , 𝑛𝑖} where 𝑠𝑖  is the source node 𝐷𝑖  the of destinations nodes, and, 𝑛𝑖  the number of slots assigned to 

𝑚𝑐𝑖 . 
- T = {T1,.....,Tk} the set of primary optical trees existing in the network where Ti  is the primary tree 

associated with the multicast connection mci  existing in the network. 

- P'd the backup path of the branch Pd of the tree Ti with source s and destination d. 

- 𝜃  = {gi ....gn } the set of emergency path groups. 

- g ∈ 𝜃  / g = {∀ P' d∈ g / ∩ P' d≠ ∅ } a group of escape paths such that all escape paths belonging to g share 

the same protection resources (links and slots). 

 

Problem formulation 

The problem we are studying is formulated as follows: 

 

Given: An EON network G (V, E), T = { 𝑇𝑖   |Ti ,.....,Tk } the set of existing primary optical trees in the network such 

that Ti carries the flow of mci , mc = {s, D, n} : A connection request, Tc : the primary tree of the connection request 

mc,  𝜃 the set of backup path groups. S0  : The initial state of the network. 

 

Objectives:- 
- Reduce blocking probability of the network.  

 

Specific objectives: 

- Determine the primary tree Tc for the demand mc  

- Reallocate slots of existing connections adjacent to Tc if necessary to meet the mc demand using the backup 

paths if available. 

 

Constraints: 

- The initial routing of already established primary connections does not change  

- The initial routing of the backup paths does not change.  

- Reallocation carried out without interrupting flows.  

 

 

a) b) 
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Problem specification 

The current reallocation schemes only reallocate available slots of the links of the constructed tree for the connection 

request. Instead of reallocating only available slots, we propose here to reallocate also slots already used to build the 

primary tree for a connection request. This approach comes up against several obstacles. Firstly, this operation may 

cause a flow interruption if the private connection of these slots is not migrated to other slots before the reallocation. 

In the case where slots are not available for migration, the connection proposes to switch the flow of the primary tree 

to the backup paths of its branches temporarily to compensate for this interruption. However, this second step also 

poses a serious problem in that if the mechanism does not provide for available slots for the primary tree after the 

flow has been on the backup paths, it may result in a block. This blocking results in the impossibility of re-

establishing the primary shaft in the network. Finally, the backup paths of a primary tree cannot be used as 

temporary paths as both (primary trees and backup paths) are not reconfigured at the same time. All the situations 

mentioned here make the problem of reallocation with backup paths difficult despite the availability of protection 

resources. 

 

Proposed Method:- 

An instance of the problem specified in 2.3 is illustrated in Figure 5. In this example we have a network with 4 

nodes and 5 links.  We have a multicast connection request from 2 slots of source A and destination C and D ( mc = 

{A,{C,D}, 2} ). Let us then assume that the primary tree chosen for the request mc is the tree Tc in blue. Table 1 

shows the slot usage status in each link of the network at the time the request mc arrives. In the first row we have the 

slot indices. In the first column we have the links of the topology. Each colour corresponds to a primary tree already 

established and the hatched links of the same colour correspond to the links of the backup paths of the tree. The 

occupied slots are labelled so that each used slot is associated with the colour of the connection that uses it. In this 

example there are two slots available in the links l5 and l2 of the tree Tc. However, the exclusive reallocation of the 

available slots does not allow the primary tree Tc to be established. 

 

Image V:- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Network with 4 nodes and 5 links 

 

Table I:- Initial state of the network. 

 

 

Links 0 1 2 3 

l1 0 T1 T1 0 

l2 T1 T1 0 0 

l3 T1 T1 0 0 

l4 T1 T1 0 0 

l5 0 T1  T1 0 

B 
A 

D 

C 

l2 

l1 

l5 

l4 

l3 
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Table II:- Step 1: Switch the branches of T1  to their backup paths, which ensures the continuity of flow from A to 

D and C. 

 

Table III:- Step 2: Reallocation of slots (0,1) to tree T1 at this stage the resources released are sufficient to establish 

the tree Tc. 

 

Table IV:-. Step 3: Establish the Tc tree on slots (2,3). 

 

Algorithm heuristics 

To address the reallocation deadlock in Figure 5, our approach is to first split the backup paths into groups so that all 

backup paths belonging to a group share the same resources. Here we obtain a single group of backup paths g0 = {A-

C-D and A-C-D-B}. Then for each link of the request Tc we determine the existing connections or the group of 

backup paths passing through this physical link. Here we obtain the2  : {g0 }, the5 : {T1 }. For each link of we 

reallocate on the lowest possible indices the existing connections and/or the group of backup paths which use this 

link. For the link l2 the backup path group g0 is already on the lowest indices here on slots (0,1). For the link l5 it is 

necessary to reallocate T1 to slots (0,1), but such a reallocation requires T1 to be interrupted and then reallocated to 

these slots, since slot 1 is already occupied by the connection T1 . To avoid this interruption in a first step, we switch 

the flow of the tree T1 on the backup paths of its branches as in [23] (table 2). Then we delete T1  (Table 2), before 

reallocating it to slots (0,1) in a second step (Table 3). In this way, we can free up resources for the primary tree Tc 

(Table 4). the remainder of the paper we refer to an existing optical primary tree already established in the network 

or a group of network backup paths.  We then list L all the links in the primary tree of the application. For each link 

l ∈ 𝐿 we list List_Realloc the existing connections (primary optical tree and/or backup path group) that use this link 

(algorithm 2, line2). We then sort the connections in ascending order of the slot indices used (Algorithm 2, line 15). 

At this level, we have for each link an ordered number of existing connections to reconfigure. For each link l of L, 

we start by simultaneously switching all the optical trees of List_Réalloc to their backup paths as in [23]. Then we 

simultaneously free the slots of all the connections using this link (line 16 to line 21 Alg.2). These first two steps 

make it possible to avoid flow interruptions since, when the slots are released, the signal of the primary optical tree 

is transmitted by the backup paths and that of the backup paths by the corresponding primary trees. Then the first 

available contiguous slots are simultaneously reallocated in the order of List_Realloc for each List_Realloc 

connection. Once the connections have been reallocated, all the flows previously switched to their backup paths are 

restored to their respective primary trees. This process is repeated for each link and stops only when the primary tree 

of the request can be allocated or if all links have been processed.  

 

Links 0 1 2 3 

l1 0 0 0 0 

l2 T1 T1 0 0 

l3 T1 T1 0 0 

l4 T1 T1 0 0 

l5 0 0  0 0 

Links 0 1 2 3 

l1 T1 T1 0 0 

l2 T1 T1 0 0 

l3 T1 T1 0 0 

l4 T1 T1 0 0 

l5 T1 T1 0 0 

Links 0 1 2 3 

l1 T1 T1 0 0 

l2 T1 T1 0 0 

l3 T1 T1 0 0 

l4 T1 T1 0 0 

l5 T1 T1 0 0 
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Aglorithm I:- Multicast routing and Dynamic spectrum allocation with the use of backup paths 

Input: Physical topology G graph G = (V, E), multicast request (sc ,Dc ,nc ) A: list of k precomputed trees of (sc 

,Dc ,nc ). 

Output: A protected multicast session (Ec , E'c , Sc ) 

1 For a multicast session (sc ,Dc ,nc ) 

2      While (n < k) do 

3        While D c≠ ∅ do 

4            Select a destination d ∈ Dc 

5           If there is a path from sc to d then 

6             Find the shortest path Pd from sc to d (Dijkstra) 

7             Set En = En∪ Pd 

8              Dc = Dc - {d} 

9           End  

10         End 

11          Build the T-treen with the links from E n 

12            A = A ∪ Tn 

13             n = n + 1 

14      End  

15       Short A according to the smallest number of links  

16      While e < k  do 

17          Tc = T1 //considered T1 as primary tree 

18          If the resources to establish Tc are available, in            

         G - {Tc } then 

19               While Dc ≠ ∅ do 

20                Select a destination ∈ Dc 

21                 If a path from st  to d exists do 

22                     Find the shortest path P'd  from sc to d such that                      

                    P'd  ∩ P' j≠ ∅  as long as Pd ∩ Pj  = ∅   

23                     Set E'c = E'c ∪ P'd 

24                     Dc = Dc - {d} 

25                 End 

26               End 

27               If we get back up path  from the source to  each of the destinations in Dc then  

28                  If the resources to establish all the backup paths obtained are available then 

29                      Establish the primary tree     

30                      Establish all backup paths  

31                      Accept the session (sc ,Dc ,nc ) 

32                  End  

33              Else 

34                    e =e + 1 

35              End  

36          Else 

37                 If (m <1) 

38                     Run Algorithm 2 

39                     m = m + 1 

40                     Go to 18 

41                 End   

42          End 

43            e = e + 1 

44      End  

45 Dismissed the application (sk ,Dk ,nk )  

46 End  

 

Aglorithm II:- Reallocation with SBPP 

Input: G = (E, V), C, Tk , (sk ,Dk ,nk ), L , 𝜃  = {gi ....gn }  
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List_Realloc 

Output: Rearrangement 

1 While L≠ ∅ do 

2     Select a link  l  ∈  L // Select a link  

3    While T ≠ ∅  do 

4       If T i ∩ l ≠ ∅   

5           List_Realloc = List_Realloc U Ti 

6       End  

7       T = T  \ {Ti} 

8     End  

9     While 𝜃  ≠ ∅  do 

10       If gi  ∩ l ≠ ∅   

11             List_Realloc = List_Realloc U gi 

12       End  

13       𝜃 = 𝜃  \ {gi} 

14     End  

15      Short this List_Realloc in ascending order of the first slot indices used 

16      If T i∈ List_Realloc then 

17           Switch Ti to T'i 

18      End 

19      If g i∈ List_Realloc then 

20           Free up reserved slots on gi 

21      End  

22     simultaneously reallocate the List_Réalloc connections in order.  

23       L= L {l}   

24 End  

 

Simulation and Performance:- 

Simulation parameters 

Our proposed backup path based reallocation approach (Algorithm II), the routing and allocation of protected optical 

trees incorporating spectrum reallocation with shared backup paths (Algorithm I) and reallocation without the use of 

backup paths are simulated on standard network topologies. These are the USA-Backbone and cost_239 physical 

network topologies. The simulations were performed using the FlexgridSim simulator [28]. The type of traffic 

request considered here is multicast: one source and several destinations. The connection requests are generated 

randomly according to a uniform distribution and each source node and the set of destination nodes of the request 

belong to the set V. Each fibre has a capacity of 150 FS and each slot is 12.5 GHz wide. The bandwidth requirement 

for each multicast traffic request is evenly distributed between 1 and 8 slots and the optical tree requests are 

established according to the first-fit approach. The inter-arrival time and the connection holding time are generated 

according to an exponential distribution [12].  For each network, between 500 and 1000 multicast connections are 

randomly generated with a number of destinations between 2 and 4. All nodes in the network have a multicast 

function. During the different simulations, no link break is allowed in the network operation. The simulation 

scenario is as follows: When a connection request arrives, we compute off-line all the trees of the most possible 

paths from the source to the different destinations in the Dijkstra algorithm (SPT). The resulting trees are sorted into 

a list as explained in 3.2.1. For our different simulations, we use the first two trees of the obtained list as candidates 

for demand routing to limit the computation time (k=2). If the resources to establish the first tree are not available, 

the SBPPR reallocation algorithm (see Algorithm 2) is used to find the resources, if it fails the second tree is chosen 

for routing. Following the allocation of the second tree, if the resources are not available, SBBPR is again triggered 

to find the resources to establish the second tree. If it fails again to find the resources, the connection is finally 

rejected.  For each traffic load (Erlang) in each network, and for a number of connection requests (500 and 1000), 10 

simulations are performed and an average blocking probability is calculated. The average fragmentation of the 

network links is calculated per period of 100 processed requests. Some of the key network simulation parameters are 

given in Table 
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Table V:-. Simulation Environment.  

Parameters Values 

Networks COST 239  USA Backbone 

Number of nodes  11 24 

Number of links 26 43 

Frequency Slots Units 12.5 Ghz 12.5 Ghz 

Number of Slots  per links 150 150 

Type of Tree SPT SPT 

Load (Erlang) 100 to 1000 100 to 1000 

Number of simulations/ Load 10 10 

Number of Slots per multicast session 1 to 8 1 to 8 

Routing   Dynamic  Dynamic 

 

Metrics 

We evaluate the performance of our proposed approach with conventional MC-RSA, and the pathless reallocation 

with Hoptuning, only on two metrics:  

- The Blocking Probability (BP) is defined as the ratio of the total number of blocked connection requests to the 

total number of requested connections. Let B be the number of blocked connection. R the number of connection 

requests and BP the probability of blocking:  

                            𝐵𝑃 =  
 𝑇𝑖
𝐵
𝑖

 𝑇𝑗
𝐵
𝑖

    (1) 

 

- Le The fragmentation rate makes it possible to assess the good distribution of slots in the network. The metric 

used here is Shanon's entropy [35]: 

 
𝑓𝑖

𝑆𝑖  ∈ 𝐼  𝑙𝑛  
𝑆

𝑓𝑖
   (2) 

Where S is the number of slots in the network links and  𝑓𝑖   a contiguous block of i slots. 

 

Analysis of the results 
The results of the different simulations performed are shown in Figures 8, 9, 10, 11, 12, 13 and 14. Figures 8, 9, 10 

and 11 show the blocking probability versus traffic load of each approach. For comparison purposes, we incorporate 

the results of the conventional MC-RSA scheme and the Hoptuning reallocation approach without the backup paths. 

Our proposed approach is named SBPPR, the standard multicast routing and spectrum assignment approach is named 

MC-RSA and the Hoptuning reallocation approach without backup paths is named HOPR. It can be seen that the 

blocking probability using the approach without reallocation is higher than that of the other two methods. It is also 

observed that the blocking probability of our proposed reallocation method (SBPPR) is lower than Hoptuning 

reallocation scheme without using escape paths (HOPR). The reason is that the HOPR approach only reallocates 

available slots in the network, whereas SBPPR reallocates both available and used slots. SBPPR therefore provides 

more reallocation solutions than the HOPR approach, which has a direct influence on the number of blocked 

connections. On average, SBPPR achieves a 10% lower blocking probability than the other two approaches when 

considering both networks. Figures 10, 11, 12 and 13 show that MC-RSA entropy is less of the network links. The 

analysis of this figures shows that the entropy of the network created by SBPPR is the highest followed by that of 

HOPR and finally MC-RSA. These entropy values correspond to the fragmentation of the network generated by 

different approaches. Thus, the lower the blocking probability, the higher the level of fragmentation generated. This 

spectrum fragmentation translates the repartition of the slots to the established connections of the network. The more 

connections there are the fewer slots there are to allocate. With variable bandwidth demands, the approach that 

accepts more connections results in higher network fragmentation. 
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Image VI:- 

 
Probability of blocking with 500 queries on the COST 239 network 

 

Image VII:- 

 
Probability of blocking with 1000 queries on the COST 239 network. 
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Image VIII:- 

 
Probability of blocking with 500 requests on the USA Backbone. 

 

Image IX:- 

 
Probability of blocking with 1000 requests on the USA Backbone. 
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Image X:- 

 
Networks Entropye 500 requests on US Backbone 

 

Image XI:- 

 
Networks Entropy 1000 requests on US BACKBONE 
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Image XII:- 

 
Networks Entropy 500 requests on COST 239 

 

Image XIII:- 

 
Networks Entropy 1000 requests on COST 239. 

 

Conclusion:- 
In this paper, we studied dynamic routing and spectrum allocation in EONs for protected multicast connections 

using backup paths. Three algorithms, MC-RSA which does not use reallocation, HOP which uses reallocation 

without a backup path and SBBPR which uses backup paths as temporary paths for spectrum reallocation were 

tested. We compared the blocking probability and the fragmentation of the network links. The results show that 

SBPPR resource allocation has a lower blocking probability than HOPR and MC-RSA, especially when the network 
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load increases. However this performance of SBPP is obtained at the cost of increased network fragmentation.  In 

future work, we will investigate different strategies for applying reallocation algorithms also to find resources for 

backup paths. 

 

References:- 
1. Zhang, Jingjie Xin, Xin Li, Shanguo Huang, Overview on routing and resource allocation based machine 

learning in optical networks,Optical Fiber Technology, Volume 60, 2020. 

2. C. Xue et al, "Light-tree based multicast flow aggregation scheme in elastic optical datacenter networks," 2017 

16th International Conference on Optical Communications and Networks (ICOCN), 2017, pp. 1-3, doi: 

10.1109/ICOCN.2017.8121379 

3. K. Walkowiak, M. Klinkowski, B. Rabiega and R. Goscie'n,' "Routing and spectrum allocation algorithms for 

elastic optical networks with dedicated path protection", Optical Switching and Networking, vol. 13, pp. 63-75, 

2014 

4. Anliang Cai, Jun Guo, Rongping Lin, Gangxiang Shen, and Moshe Zukerman, "Multicast Routing and 

Distance-Adaptive Spectrum Allocation in Elastic Optical Networks With Shared Protection," J. Lightwave 

Technol. 34, 4076-4088 (2016)  

5. Q. Zhu, X. Yu, Y. Zhao, and J. Zhang, "Layered Graph based Routing and Spectrum Assignment for Multicast 

in Fixed/Flex-grid Optical Networks," in Asia Communications and Photonics Conference/International 

Conference on Information Photonics and Optical Communications 2020 (ACP/IPOC), K. Xu, D. Simeonidou, 

C. Chang-Hasnain, N. Wada, X. Ren, Z. Zhukov, P. Perry Shum, Y. Ji, J. Zhang, X. Zhou, C. Lu, and L. 

Wosinska, eds, OSA Technical Digest (Optica Publishing Group, 2020), paper M4A.198.  

6. R. W. Alaskar, I. Ahmad, and A. Alyatama, "Offline routing and spectrum allocation algorithms for elastic 

optical networks," Optical Switching and Networking, vol. 21, pp. 79-92, 2016. 

7. Forough Shirin Abkenar, Akbar Ghaffarpour Rahbar, "Study and Analysis of Routing and Spectrum Allocation 

(RSA) and Routing, Modulation and Spectrum Allocation (RMSA) Algorithms in Elastic Optical Networks 

(EONs)", Optical Switching and Networking,Volume 23, Part 1,2017, Pages 5-39,ISSN 1573-4277, 

https://doi.org/10.1016/j.osn.2016.08.003. 

8. Alberto Castro, Luis Velasco, Marc Ruiz, Mirosław Klinkowski, Juan Pedro Fernández-Palacios, Davide 

Careglio, Dynamic routing and spectrum (re)allocation in future flexgrid optical networks, Computer 

Networks,Volume 56, Issue 12,2012,Pages 2869-2883,ISSN 1389-

1286,https://doi.org/10.1016/j.comnet.2012.05.001. 

9. Khan, Akhtar (2019). Online routing, distance-adaptive modulation, and spectrum allocation for dynamic traffic 

in elastic optical networks. Optical Fiber Technology. 53. 10.1016/j.yofte.2019.102026. 

10.  Cai, Anliang et al. "Survivable Multicast Routing and Spectrum Assignment in Light-Tree-Based Elastic 

Optical Networks." (2015). 

11. Yang Qiu, Time based resource-consumption-aware spectrum assignment for multicast traffic in elastic optical 

networks, Optical Fiber Technology, Volume 59,2020,102325, ISSN 1068-5200, 

https://doi.org/10.1016/j.yofte.2020.102325. 

12. M. Moharrami, A. Fallahpour, H. Beyranvand and J. A. Salehi, "Resource Allocation and Multicast Routing in 

Elastic Optical Networks," in IEEE Transactions on Communications, vol. 65, no. 5, pp. 2101-2113, May 2017, 

doi: 10.1109/TCOMM.2017.2667664 

13. S. K. Posam, S. K. Bhyri, R. Gowrishankar, V. N. Challa and S. S. S. Sanagapati, "Reactive Hitless Hop tuning 

based defragmentation algorithm for enhanced spectrum efficiency in Elastic optical networks," 2020 IEEE 

International Conference on Advanced Networks and Telecommunication Systems (ANTS), 2020. 

14. Walkowiak, K., Goscien, R., Klinkowski, M., & Wozniak, M. (2014). Optimization of Multicast Traffic in 

Elastic Optical Networks With Distance-Adaptive Transmission. IEEE Communications Letters, 18(12), 2117-

2120. doi:10.1109/lcomm.2014.2367511 

15. Velasco, L., Vela, A. P., Morales, F., & Ruiz, M. (2017). Designing, Operating, and Reoptimizing Elastic 

Optical Networks. Journal of Lightwave Technology, 35(3), 513-526. doi:10.1109/jlt.2016.2593986. 

16. J. Velinska, I. Mishkovski and M. Mirchev, "Routing, Modulation and Spectrum Allocation in Elastic Optical 

Networks," 2018 26th Telecommunications Forum (TELFOR), 2018, pp. 1-4, doi: 

10.1109/TELFOR.2018.8611929. 

17. Rajewski, Remigiusz (2018). Defragmentation in W-S-W Elastic Optical Networks. Journal of 

Telecommunications and Information Technology. 1. 18-23. 10.26636/jtit.2018.123317. 



ISSN: 2320-5407                                                                            Int. J. Adv. Res. 10(12), 622-636 

636 

 

18. H. Duong, B. Jaumard, D. Coudert and R. Armolavicius, "Efficient Make Before Break Capacity 

Defragmentation," 2018 IEEE 19th International Conference on High Performance Switching and 

Routing (HPSR), 2018, pp. 1-6, doi: 10.1109/HPSR.2018.8850754.  

19. A. Castro, L. Velasco, M. Ruiz, M. Klinkowski, J.P. Fernandez Palacios, D. Careglio. 

Dynamic Routing and Spectrum (Re) Allocation in Future Flexgrid Optical Networks, 

Computer Networks, 56:2869- 2883, 2012. DOI: 10.1016/j.comnet.2012.05.001 

20. Yin, Yawei & Wen, Ke & Geisler, David & Liu, Ruiting & Yoo, S. (2012). Dynamic on-demand 

defragmentation in flexible bandwidth elastic optical networks. Optics express. 20. 1798-804. 

10.1364/OE.20.001798. 

21. S. K. Posam, S. K. Bhyri, R. Gowrishankar, V. N. Challa and S. S. S. Sanagapati, "Reactive Hitless Hop tuning 

based defragmentation algorithm for enhanced spectrum efficiency in Elastic optical networks," 2020 IEEE 

International Conference on Advanced Networks and Telecommunications Systems (ANTS), 2020, pp. 1-6, doi: 

22. Moniz, Daniela & Eira, Antonio & de Sousa, Amaro & Pires, João (2017). On the Comparative Efficiency of 

Non-Disruptive Defragmentation Techniques in Flexible-Grid Optical Networks. Optical Switching and 

Networking. 25. 10.1016/j.osn.2017.04.001. 

23. N'takpe "Protected Light-Tree Reconfiguration Without Flow Interruption in Elastic Optical Networks" DOI: 

10.22247/ijcna/2021/209185, International Journal of Computer Networks and Application 2021 

24. P. Soumplis, K. Christodoulopoulos and E. Varvarigos, "Dynamic connection establishment and network re-

optimization in flexible optical networks," 2014 International Conference on Optical Network Design and 

Modeling, 2014, pp. 61-66. 

25. Bijoy Chand Chatterjee IEEE, Member, Seydou Ba, and Eiji Oki, IEEE, Fellow, "Fragmentation problems and 

management techniques in elastic optical networks: A SURVEY". 

26. S. Ba, B. C. Chatterjee, and E. Oki, "Defragmentation scheme based onexchanging primary and backup paths in 

1+ 1 path protected elasticoptical networks," IEEE/ACM Transactions on Networking, vol. 25,no. 

27. Sawa, Takaaki & He, Fujun & Sato, Takehiro & Chatterjee, Bijoy & Oki, Eiji (2019). Defragmentation 

Considering Link Congestion in Toggled 1+1 Path Protected Elastic Optical Networks. 1-3 

28. H. M. N. S. Oliveira and N. L. S. Da Fonseca, "Protection, Routing, Modulation, Core, and Spectrum 

Allocation in SDM Elastic Optical Networks," in IEEE Communications Letters, vol. 22, no. 9, pp. 1806- 1809, 

Sept. 2018, doi: 10.1109/LCOMM.2018.2850346. 

29. Cai, A., Guo, J., Lin, R., Shen, G., & Zukerman, M. 2016). Multicast Routing and Distance-Adaptive Spectrum 

Allocation in Elastic Optical Networks with Shared Protection. Journal of Lightwave 

Technology,34(17),40764088. doi:10.1109/jlt.2016.2592999  

30. Amar, D., le Rouzic, E., Brochier, N., Auge, J. L., Lepers, C., & Perrot, N. (2015). Spectrum fragmentation 

issue in flexible optical networks: analysis and good practices. Photonic Network Communications, 29(3), 230-

243. https://doi.org/10.1007/s11107-015-0487-1 

31. S. Kosaka, H. Hasegawa, K. Sato, T. Tanaka, A. Hirano and M. Jinno, "Shared protected elastic optical path 

network design that applies iterative re-optimization based on resource utilization efficiency measures," 2012 

38th European Conference and Exhibition on Optical Communications, 2012, pp. 1-3, doi: 

10.1364/ECEOC.2012.Tu.4.D.5 

32. L. Velasco and M. Ruiz, "Design and re-optimization algorithms for elastic optical networks," 2016 Optical 

Fiber Communications Conference and Exhibition (OFC), 2016, pp. 1-56. 

33. Y. Aoki, X. Wang, P. Palacharla, K. Sone, S. Oda, Takeshi Hoshida, Motoyoshi Sekiya, and Jens C Rasmussen. 

Dynamic and flexible photonic node architecture with shared universal transceivers supporting hitless 

defragmentation. In European Conference and Exhibition on Optical Communication, We-3. Optical Society of 

America, 2012. 

34. F. Cugini, M. Secondini, N. Sambo, G. Bottari, G. Bruno, P. Iovanna, and P. Castoldi. Push-pull technique for 

defragmentation in flexible optical networks. In Optical Fiber Communication Conference, JTh2A-40, Optical 

Society of America, 2012. 

35. Wright, M. C. Parker, and A. Lord, "Simulation results of Shannon entropy based flexgrid routing and spectrum 

assignment on a real network topology," in ECOC, London, UK, Sept. 2013, paper We.2.E.4.  

https://doi.org/10.1007/s11107-015-0487-1

