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Financial distress occurs when a company or individual is unable to 

generate adequate revenue or money to fulfil or payback its financial 

commitments. This research looks at how Machine Learning can be 

used to identify personal financial distress. Financial frauds are a rising 

problem in the financial services industry with far-reaching 

implications, while numerous techniques have been developed, 

Machine Learning has been used to automate the processing of large 

volumes of complicated data in finance systems. In the identification of 

distress, Artificial Intelligence has played a significant role in the 

financial industry. Predicting different frauds or patterns is a big data 

challenge that is made more difficult by two factors: first, the profiles 

of normal and fraudulent behaviour vary regularly, and second, 

cybercrime data sets are highly skewed.  This research explores and 

compares the performance of Different Machine Learning Models on 

publicly available dataset. Dataset of 15,000 individuals is sourced 

from public repository by Lending.com. The Algorithms are 

implemented on the raw and pre-processed data and the outcome of 

these Algorithms/Models is evaluated based on accuracy, sensitivity, 

specificity and precision. 
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Introduction:- 
This research tries to predict if an individual can face financial distress over the period of next 2 years. This 

information can be very important to financial institutions which will cater its services to such individuals. If this 

research can predict the financial distress of an Individual, then that data can be used by financial institutions to limit 

or deny services to any individual who can face financial distress in near future. Financial fraud is a rising problem in 

the government, business organisations, and the financial industry, with far-reaching consequences. The heavy 

reliance on internet technologies in today's environment has accelerated financial transactions. As online transactions 

have become a more common way of payments, emerging computational approaches for dealing with financial 

services difficulties have gotten a lot of attention. Many credit scoring systems and tools are available to help 

organisations such as credit card industry, retail sector, e-commerce services, insurance, and other industries to avoid 

fraud. It is difficult to be absolutely confident of an application's or transaction's real intention and legality. The most 

effective method is to use mathematical algorithms to search for probable fraud evidence in the existing data. The 

procedure of identifying those individuals that are suspected is converted into two classes of real class and distress 

class, various algorithms and models are developed and deployed to solve such tasks as deep neural networks, 

frequent item set mining, machine learning models, migrating bird’s optimization algorithm, logistic regression, 

Support Vector Machines, decision tree and random forest. 
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These problems are quite prevalent in the financial world, yet they are also hard to resolve. First, it's difficult to match 

a pattern for data set because of the fact that there is just a little amount of data. Second, several data collection items 

with separate truncations may likewise fit within acceptable conduct patterns. There are also several limitations to the 

problem. First of all, data sets are not easily accessible to the Public, and the outcomes of study are often obscured 

and monetized, making the results unavailable. Datasets with actual published studies are not mentioned in previous 

research. Furthermore, it is more difficult to develop techniques by limiting the interchange of ideas and 

methodologies in these studies as a result of the security issue. Finally, the data sets are always changing, which 

makes it possible to distinguish the profiles of ordinary and malicious behaviours that the legal transaction in the past 

has been or is still a fraud. This study examines the four approaches of machine learning, decision tree, vector 

support, logistic regression and random forests, followed by a joint comparison to assess which model was best 

performed. 

 

Literature Survey:- 
In [1] This paper represents a case study involving the prediction of fraud, which shows that before modelling, data 

standardisation is used and with the results obtained from the use of unattended learning networks and deep neural 

fraud detection networks that clustering characteristics can minimise neural input. The use of standardised data with 

already trained data can also provide intriguing outcomes. In this study, unsupervised learning was applied and new 

techniques for fraud prediction were designed and the findings accurately improved. 

 

In [2] A new comparative measure was created in this study, which effectively aggregates evaluation metrics. A cost-

sensitive method based on Bayes is presented with the proposed cost measurement. When comparing this approach 

with other state-of-the-art algorithms, up to 25% gains are achieved. The data collected for this research was based on 

transactional real-life data of a major Global firm, and personal data was kept confidential. The accuracy of an 

algorithm is about 60%. This effort was aimed at developing an algorithm and reducing costs. The result was a 26% 

increase, with Bayes’ least risk approach. 

 

In [3] To identify fraudulent transactions, several current approaches based on pattern recognition, deep neural 

networks, machine learning, artificial intelligence and others have been developed and are continuously being 

developed. All these techniques require a thorough and clear knowledge, which will undoubtedly lead to an effective 

system. This paper comprises an examination of several techniques and an evaluation of each methodology on the 

basis of certain performance standards. The survey in this paper aimed to assess each technique's efficiency and 

sensitivity. The relevance of this study is carrying out a study to assess multiple algorithms so that the best way to 

solve the problem is determined. 

 

In [4] In this study, a comparison of artificial intelligence models is done, as well as a comprehensive explanation of 

the created fraud detection system, such as the Naive Bayes Classifier and the model on Bayesian Networks, the deep 

neural network model. Finally, judgments regarding the outcomes of the models' evaluative testing are reached. Using 

the Bayesian Network, it was found that the number of lawful truncations was higher or equal to 0.68, indicating that 

their accuracy was 68 percent. The purpose of this work is to compare artificial intelligence models, along with a 

general parametrization of the produced system, and to indicate the specificity of each model, as well as 

recommendations for improving the model. 

 

In [5] Nutan and Suman supported the theory of what is fraud, types of fraud such as telecommunications, fake 

bankruptcy, and how to detect it in their review on fraud detection. They also explained numerous algorithms and 

methods for detecting fraud, including the Glass’s Algorithm, Bayesian networks, Hidden Markov model, Decision 

Tree, and others. They offer detailed explanations of how the algorithms operate as well as mathematical 

explanations. The goal of this study is to identify fraud in a dataset collected from ULB website by utilising Logistic 

regression, Decision trees, and other models to evaluate their accuracy, sensitivity, specificity, and precision, and 

compare them to the best feasible model to address the fraud detection problem. 

 

Background 

The ability of a system to learn and improve without explicit programming is machine learning. It includes the 

development of computer systems that can use data for their own learning. That a classifier algorithm may be 

described as an algorithm for classification, especially when implemented, as well as a mathematical function that is 

implemented in categories by an algorithm and maps input data. It is a supervised learning example, which provides a 

training set of correctly accepted observations. 
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Logistic Regression:  

Logistic regression is a supervised classification technique predicting the likelihood of a binary variable depending on 

the independent variable in the data set. The probabilities of a result with two values, zero or one, yes or no, false or 

true, are predicted using logistic regression. Linear regression is like a straight-line regression, but logistic regression 

generates a sigmoid curve. Based on a predictor or an outcome variable, the logistic regression produces sigmoid 

curves which represent zero to one value based on logarithmic functions. Regression is a model with a category 

dependent variable which analyses the link between several independent variables. The logistic regression models, 

including binary, multiple and binomial logistic models, are many variants. The Binary Logistic Regression Model 

calculates the probability of a binary response depending on one or more variables. 

 

SVM (Support Vector Machine):  

SVM is a method of machine learning regression and classification. It is a supervised form of learning that captures 

information. Modelling SVM involves two steps: training a data set to build a model, and then predicting information 

from a test data set by using that model. The SVM model depicts the training data points as points in the n-

dynamically spatial range, then maps them in a way that separates the points of various classes from the broadest 

range possible. In the SVM technique, each data item is treated as a point for n-dimensional space, where n is the 

number of characteristics and the value of each feature is the value of a specific co-ordinate. The classification is then 

performed by locating the hyperplanes which separate the two groups clearly. 

 

Decision Tree:  

Decision tree is an algorithm that provides a tree-like graph or model of decisions and their likely consequences for 

probabilistic choosing. This method uses conditional assertions of control. It is an algorithm for an objective function, 

which represents an alpha function in the decision tree. These algorithms are famous for inductive learning and have 

been used to various applications efficiently. It assigns a label to a new block, indicating whether the class label is 

valid or false, then test the transaction value against the decision tree, and then trace the journey from the root node to 

that item's output/class label. Decision rules determine the results of the contents of the leaf node. In principle, rules 

are 'If condition 1 and condition 2 are true, but condition 3 is wrong, the result is false'. This decision tree makes it 

easy to understand and analysis and enables the insertion of additional scenarios, making it easier to establish the 

worst, best and expected values for diverse situations. 

 

Random Forest:  

Random Forest is a technique of regression and classification. It is a group of decision tree classifiers. A fraction of 

the training sample is sampled altered so that each node splits all the exercises in a single tree and then one decision 

tree by random subset. Also, it is remarkably quick even for large-scale sets of training and data in random forests 

with every tree being trained independently. This technique provides a good evaluation of the generalisation error and 

resists overfitting. The relevance of variables may be determined naturally in the Random Forest using a random 

forest in a regression or classification task. 

 

Methodology:- 
The initial data is derived from the data source and the validation is done on the data set, where the redundancy is 

removed, empty spaces are filled into columns and the required variable is converted in factors or classes. The K-fold 

crosses are now validated and randomly separated into k sub-samples of the same size. The validation of the model is 

retained as a subsample, while the rest of the k sub-samples are used as training data. Logistic regression, decision-

making, SVM and random forest models will be developed, and precision will be tested, and a comparison will be 

made. Sensitivity will then be evaluated. 

 

The data set comes from a public repository that is updated for peer-to-peer financial services by Lending.com. The 

dataset contains information of 15000 individuals with their financial history. The data set is severely imbalanced, 

and 0.18 percent of the data is skewed to the negative class. It comprises solely numerical (continuous) input 

variables that are transformed into 12 main components according to the Principal Component Analysis (PCA). And 

in this study a total of 8 input functions are used. A variable in each profile usage, indicating customer financial 

situation combined with days of month, hours of days of day, geographical sites or type of the merchant in whom the 

transaction takes place is the typical behavioural of the individual. Confidentiality problems cannot provide the 

specifics and context of characteristics. The time function saves the seconds between each transaction and the first 

transaction in the dataset. The transaction value is the 'amount' feature. Feature 'class' is the binary class target class 

and takes value 1 in positive (failure) and value 0 in negative (fail) cases (non-fraud). 
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Four classification models were trained in this study based on logistic regression, SVM, decision-trees and Random 

Forest. 80% of the data set is utilised for training to assess these models, whilst 20% are used for validation and 

testing. The performance of the four classifiers is assessed using accuracy, sensitivity, specificity, precision. In every 

set of a sample the true positive, true negative, false positive and false negative rates are represented in the table 

below and a confusion matrix format is also shown. The precision and specificity ratings of several true negatives are 

inaccurately high in the table. 

 

 
Figure 1:- Architecture. 

 

Results:- 
From the studies, it has come to the knowledge that the logistic model is 97.7 percent accurate, while the SVM is 

97.5 percent accurate as well as the decision tree is 95.5 percent accurate, however, the Random Forest with highest 

outcomes have achieved. 98.6 percent precision. Interpreting form different model performance metrics, it comes to 

light that model was overfitting the training data because of bias inherited form the dataset. After SMOTE was 

applied, Model performance was seen to be improved. Random Forest was seen to be the best performer on the 

dataset. 

Metrics Logistic Regression SVM Decision Tree Random Forest 

Accuracy 0.977 0.975 0.955 0.986 

Sensitivity 0.965 0.973 0.949 0.991 

Specificity 0.923 0.912 0.893 0.982 
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Precision 0.996 0.995 0.963 0.994 

Table 1:- Performance Metrics. 

 

Conclusion:- 
Though there are many identity verification methods available today none is able to identify all frauds entirely while 

they are actually occurring, they generally detect it until the fraud has been perpetrated. This happens because a very 

minuscule number of transactions from the total transactions are actually fraudulent in nature. With more learning 

information, the Random Forest Algorithm will do faster, but velocity will be impaired in experimentation and 

implementation. It would also assist to implement more pre-processing methods. The support vector machine 

software already comes from unbalanced data sets issue and needs a higher preliminary processing rate to achieve 

superior outcomes at the outcomes as seen by Support vector machine. The requisite to develop a successful hybrid 

system is to combine costly training techniques with incredibly precise and exact outcomes with an enhancement 

method to reduce system costs and rapidly train the machine. The selection of hybrid methods depends on how the 

fraud sensing device works and the workplace 
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