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We study the drift parameter estimation problem for a fractional 

Vasicek-type model X:= {Xt , t ⩾ 0}, that is defined as dXt = θ(µ+
Xt)dt + dBt

H,   t ⩾ 0 with unknown parameters θ>0 and µ ∈ℝ, where 

{Bt
H, t ⩾ 0} is a fractional Brownian motion of Hurst index H ∈]0, 1[. 

Let θt̂and µ
t̂
be the least squares-type estimators of θand μ, 

respectively, based on continuous observation of X. In this paper we 

assume that the process {Xt, t ⩾ 0}is observed at discrete time instants 

ti=iΔn, i=1,...,n.  We analyze discrete versions θñand µ
ñ

for θt̂and µ
t̂
 

respectively. We show that the sequence √nΔn(θñ − θ) is tight and 

√nΔn(μñ − μ)  is not tight. Moreover, we prove the strong consistency 

of  θñ . 

 
"© 2025 by the Author(s). Published by IJAR under CC BY 4.0. Unrestricted use allowed 

with credit to the author." 

…………………………………………………………………………………………………….... 

Introduction:- 
Let BH: = {Bt

H, t ⩾ 0} be a fractional Brownian motion (fBm in short) of Hurst indexH ∈ ]0,1[, that is, a centered 

Gaussian process starting from zero with covariance 

E(Bt
HBs

H) =
1

2
(t2H + s2H − |t − s|2H) 

Notice that when H =
1

2
, B

1

2is a standard Brownian motion. 

Consider the fractional Vasicek-type of the first kind X:= {Xt, t ⩾ 0}, defined as the unique (pathwise) solution to 

{
dXt = θ(µ+ Xt)dt + dBt

H,   t > 0,
X0 = 0,                                                  

                                          (1.1) 

 where μ ∈ ℝand θ > 0are considered as unknown parameters. 

Let θT̂ and µ
T̂

  be the least squares-type estimators of and µ, respectively, based on continuous observation of X. It 

is well known that, least squares estimators method are motivated by the argument of minimize a quadratic function 

μa and θ, respectively, 

(μ, θ) ↦ ∫ |Ẋt − θ(μ + Xt)|
2

T

0

dt 

where Ẋtdenotes the differentiation of Xtwith respect to t. By taking the partial derivative for μa and θ, separately, 

and then solving the equations, we can obtain the least squares estimators of μa and θ, denoted by θT̂ and µ
T̂

 

respectively, 
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θT̂ =

1

2
TXT

2 − XT ∫ Xsds
T

0

T∫ XS
2ds −

T

0
(∫ Xsds

T

0
)
2                               (1.2)  

µ
T̂
=
∫ XS

2ds −
1

2
XT ∫ XSds

T

0

T

0

1

2
TXT − ∫ Xsds

T

0

                                (1.3) 

The study of various problems related to model (1.1) has gained attention in recent years. In finance modeling μcan 

be interpreted as the long-run equilibrium value of Xwhereas θrepresents the speed of reversion. For a motivation in 

mathematical finance and further references, we refer the reader to [2,3, 4, 5]. When BHis replaced by a standard 

Brownian motion, the model (1.1) with µ = 0 was originally proposed by Ornstein and Uhlenbeck and then it was 

generalized by Vasicek (see [14]).Recent works [8], [11] and [15] developed statistical inference for several 

fractional Ornstein-Uhlenbeck (fOU in short) process in the ergodic case . The case of non-ergodic fOU process is 
presented in [1], [6], [7], [9] and [10]. 

Let us describe what is known about the asymptotic behaviors of the estimators (1.2) and (1.3), studied in [9]: 

 for everyH ∈ (0,1),  we have almost surely, asT → ∞ , 

(θT̂,µT̂) → (θ, µ)                                                 (1.4) 

 suppose that H ∈ (0,1), andN1~Ɲ(0,1),  N2~Ɲ(0,1),  and BH are independent, then as T → ∞ , 

(eƟT(θT̂ − θ), T
1−H(µ

T̂
− µ))

Law
→  (

2θσBHN2
µ+ ζBH,∞

,
1

θ
N1),                          (1.5) 

σ
BH
2 =

HΓ(2H)

Ɵ2H
, and ζBH,∞~Ɲ(0, σ

BH
2 ) is independent of N1 and N2. 

From a practical standpoint, in parametric inference, it is more realistic and interesting to consider asymptotic 

estimation for (1.1) based on discrete observations. Then, in the present paper, we will assume that the process X 

given in (1.1) is observed equidistantly in time with the step sizeΔn:ti=iΔn,i=1,...,n and Tn = nΔndenotes the length 

of the"observation window". 

Here, based on discrete-time observations of X defined in (1.1), we will analyse the following discrete versions 

θñand µ
ñ

for θt̂and µ
t̂
 respectively, defined as 

 

θñ =

1

2
XTn
2 −

XTn

n
∑ Xti−1
n
i=1

Δn∑ Xti−1
2 −

Δn

n
(∑ Xti−1

n
i=1 )

2n
i=1

                                                (1.6) 

µ
ñ
=
∆n∑ Xti−1

2 −
1

2

n
i=1 Xtn∆n∑ Xti−1

n
i=1

1

2
TnXTn − ∆n∑ Xti−1

n
i=1

                                          (1.7) 

Our paper is organized as follows. In Section 2, we give the basic knowledge about Young integral and some 

preliminary results, which will be very useful to our main proof. In Section 3, based on discrete observations of X 

defined in (1.1), we study the rate consistency of the estimators θñand µ
ñ

. 

 

2. Preliminaries 

In this section, we briefly recall some basic elements of Young integral (see [16] ), which are helpful for some of 

the arguments we use.  

For anyα ∈ [0, 1],, we denote byℋα([0,1])the set of Holder continuous functions, that is, the set of functions 

f: [0, T] → ℝsuch that 

|f|α =
Sup

0 ≤ s < t ≤ T

|f(t) − f(s)|

(t − s)α
< ∞ . 

We also set |f|∞: = Supt∊⌈0,T⌉|f(t)| and equipℋα(|[0, T]|) with the norm 

‖f‖α ∶= |f|α + |f|∞. 
Let f ∈ ℋα([0, T]), and consider the operator Tf: C

1([0, T]) → C0([0, T]) defined as 

Tf(g)(t) = ∫ f(u)g′(u)du
t

0
, t ∈ [0, T]. 

It can be shown (see, [13]) that, for any β ∈ ]1 − α, 1[, there exists a constantCα,β,T > 0depending only on α, βand 

Tsuch that, for any g ∊ ℋα([0, T]), 
‖∫ f(u)g′(u)du

.

0
‖
β
≤ Cα,β,T‖f‖α‖g‖β. 
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We deduce that, for any α ∈ ]0,1[ any f ∈ ℋα([0, T])and any β ∈ ]1 − α, 1[ the linear operatorTf: C
1([0, T]) ⊂

ℋβ([0, T]) → ℋβ([0, T]), defined as Tf(g) = ∫ f(u)g′(u)du
.

0
 is continuous with respect to the norm ‖. ‖β. 

 By density, it extends (in an unique way) to an operator defined on ℋβ. As consequence, if f ∈ ℋα(|[0, T]|),   if 
g ∈ ℋβ(|[0, T]|)and if α + β > 1 then the (so-called) Young integral∫ f(u)dg(u)   

.

0
is (well) defined as being Tf(g). 

The Young integral satisfies the following formula. Let 𝑓 ∈ ℋ𝛼([0, 𝑇]) with  

𝛼 ∈ ]0,1[ and𝑔 ∈ ℋ𝛽([0, 𝑇])with 𝛽 ∈ ]0,1[such that 𝛼 + 𝛽 > 1. Then ∫ 𝑓𝑢𝑑𝑔𝑢
.

0
and  ∫ 𝑓𝑢𝑑𝑔𝑢

.

0
 are well-defined as 

Young integrals. Moreover, for all 𝑡 ∈ [0, 𝑇], 

𝑓𝑡𝑔𝑡 = 𝑓0𝑔0 +∫ 𝑔𝑢

𝑡

0

𝑑𝑓𝑢 +∫ 𝑓𝑢𝑑𝑔𝑢

𝑡

0

 .                    (2.1)  

In order to study the strong consistency, we will need the following direct consequence of the Borel-Cantelli Lemma 

(see Kloeden and Neuenirch (2007)), which allows us to turn convergence rates in the p-th mean into pathwise 

convergence rates. 

 

Lemma 2.1. ([12]) Let 𝛽 > 0 and  let (𝑍𝑛)𝑛∊ℕbe a sequence of random variables. If for every𝑝 ≥ 1there exists a 

constant 𝑐𝑝 > 0such that for all 𝑛 ∈ ℕ,  

(𝐸|𝑍𝑛|
𝑝)
1
𝑝⁄ ≤ 𝐶𝑝. 𝑛

−𝛽, 

then for all 𝜀 > 0there exists a random variable ɳ𝜀   such that 

            |𝑍𝑛| ≤ ɳ𝜀 . 𝑛
−𝛽+𝜀         almost surely 

for all   𝑛 ∊ ℕ. Moreover,    𝐸|ɳ𝜀|
𝑝 < ∞   for all    𝑝 ≥ 1. 

 

Next, let us note that the unique solution to (1.1) can be written as 

𝑋𝑡 = 𝜇(𝑒
𝜃𝑡 − 1) + 𝑒𝜃𝑡∫ 𝑒−𝜃𝑠

𝑡

0

𝑑𝐵𝑠
𝐻   ,   𝑡 ≥ 0 .                   (2.2) 

We will also need the following processes, for every 𝑡 ≥ 0 

𝜁𝑡 ∶= ∫ 𝑒
−𝜃𝑡𝑑𝐵𝑠

𝐻𝑡

0
 ;      ∑ ∶= ∫ 𝑋𝑠𝑑𝑠𝑍𝑡 ∶= ∫ 𝑒

−𝜃𝑡𝐵𝑠
𝐻𝑑𝑠                    (2.3)

𝑡

0

𝑡

0𝑡  

Using (2.2), we can write 

𝑋𝑡 = 𝑢(𝑒
−𝜃𝑡 − 1) + 𝑒−𝜃𝑡𝜁𝑡 .                                                     (2.4) 

Furthermore, by (1.1), 

     𝑋𝑡 = 𝜇𝜃𝑡 + 𝐵𝑡
𝐻  .                                                                      (2.5) 

Moreover, applying the formula (2.1), we have 

𝜁𝑡 = 𝑒
−𝜃𝑡𝐵𝑡

𝐻 + 𝜃∫ 𝑒−𝜃𝑡𝐵𝑠
𝐻𝑑𝑠

𝑡

0

= 𝑒−𝜃𝑡𝐵𝑡
𝐻 + 𝜃𝑍𝑡  .                (2.6) 

From (2.4) we can also write 

𝑋𝑡 = 𝑒
𝜃𝑡𝑍𝑡,     With 𝑍𝑡 = 𝜇(1 − 𝑒

−𝜃𝑡) + 𝜁𝑡𝑡 ≥ 0.               (2.7) 
 

Lemma 2.2.([6]). Assume that the process 𝐵𝐻 has Hölder continuous path of order 𝛾 ∈ ]0,1[. Let𝜁be given by (2.3). 

Then for all 𝜀 ∈ ]0, 𝛾[the process ζ admits a modification with (𝛾 − 𝜀)-Hölder  continuous paths. 

Moreover 

                                       𝑍𝑡 → 𝑍∞ ∶= ∫ 𝑒−𝜃𝑡𝐵𝑠
𝐻𝑑𝑠

∞

0
,       𝜁𝑡 → 𝜁∞ ∶= 𝜃𝑍∞                        (2.8) 

almost surely and in 𝐿2(Ω)  as 𝑇 → ∞. 

 

Lemma3.2. ([9]). Assume that H ∈(0, 1). Then, almost surely, as 

 

𝑒−𝜃𝑇𝑋𝑇 → 𝜇 + 𝜁∞                                                             (2.9) 

𝑒−𝜃𝑇∫ 𝑋𝑠

𝑇

0

𝑑𝑠 →
1

𝜃
(𝜇 + 𝜁∞)                                            (2.10) 

𝑒−𝜃𝑇

𝑇
∫ 𝑠𝑋𝑠

𝑇

0

𝑑𝑠 →
1

𝜃
(𝜇 + 𝜁∞)                                           (2.11) 

                                                   
𝑒−𝜃𝑇

𝑇𝛿
∫ |𝑋𝑠|
𝑇

0
𝑑𝑠𝑑𝑠 → 0   for any 𝛿˃0                                 (2.12) 
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𝑒−2𝜃𝑇∫ 𝑋𝑠
2

𝑇

0

𝑑𝑠 →
1

2𝜃
(𝜇 + 𝜁∞)

2                                        (2.13) 

where is defined in Lemma 2.2. 
From now on, the generic constant is always denoted by C(.) which depends on certain parameters in the 

parentheses. 

 

3. Main results 

 

Lemme 3.1. Let  (𝑆𝑛 , 𝑛 ≥ 1) and (𝑅𝑛 , 𝑛 ≥ 2) be a random sequences defined by 

 

        𝑆𝑛: = ∆𝑛 ∑ 𝑋𝑡𝑖−1
2𝑛

𝑖=1    ;     𝑆𝑛:= ∆𝑛 ∑ 𝑒−2𝜃(𝑇𝑛−𝑡𝑖)(𝑍𝑡𝑖
2 − 𝑍𝑡𝑖−1

2 )𝑛−1
𝑖=1 .    (3.1)  

Then for every 𝑛 ≥ 2, 

         𝑆𝑛𝑒
−2𝜃𝑇𝑛 =

∆𝑛

𝑒2∆𝑛−1
(𝑍𝑡𝑛−1
2 −𝑅𝑛) .                              (3.2)     

               

In addition if ∆𝑛→ 0 and 𝑛∆𝑛
1+𝛼→ ∞   for some 𝛼 > 0,  

 

                                𝑅𝑛 → 0 almost surely as 𝑛 → ∞.                                 (3.3)  

 
In particular, 

                                   𝑆𝑛𝑒
−2𝜃𝑇𝑛 →

(𝜇+𝜁∞)
2

2𝜃
  almost surely as 𝑛 → ∞.            (3.4)   

 

Proof. Using (2.7), we can write for every n ≥ 2, 

𝑆𝑛𝑒
−2𝜃𝑇𝑛 = ∆𝑛∑𝑒−2𝜃(𝑛−𝑖)∆𝑛

𝑛

𝑖=1

𝑒−2𝜃∆𝑛𝑍𝑡𝑖−1
2                       

                     =
∆𝑛

𝑒2𝜃∆𝑛 − 1
∑𝑒−2𝜃(𝑛−𝑖)∆𝑛

𝑛

𝑖=1

(1−
1

𝑒2𝜃∆𝑛
)𝑍𝑡𝑖−1

2 . 

This imply that 

𝑆𝑛𝑒
−2𝜃𝑇𝑛 =

∆𝑛
𝑒2𝜃∆𝑛 − 1

∑ (𝑒−2𝜃(𝑛−𝑖)∆𝑛 − 𝑒−2𝜃(𝑛+1−𝑖)∆𝑛)𝑍𝑡𝑖−1
2

𝑛

𝑖=1
               

          =
∆𝑛

𝑒2𝜃∆𝑛 − 1
[𝑍𝑡𝑛−1
2 −∑ (𝑍𝑡𝑖−1

2 − 𝑍𝑡𝑖−2
2 )𝑒−2𝜃(𝑛+1−𝑖)∆𝑛

𝑛

𝑖=1
] 

=
∆𝑛

𝑒2𝜃∆𝑛 − 1
[𝑍𝑡𝑛−1
2 −𝑅𝑛]    ,                                           

which implies (3.2). 

Let us now prove (3.3). First, observe that ∆𝑛→ 0and 𝑛∆𝑛
1+𝛼→ ∞imply that 𝑛∆𝑛→∞. On the other hand, (2.8) 

implies 

𝑍𝑇 → 𝜇 + 𝜁∞ (3.5)  

almost surely and in 𝐿2(Ω) as 𝑇 → ∞. 
Thus, by using (2.7),   {𝜁𝑡, 𝑡 ≥ 0} is Gaussian and (3.5), we obtain for every 𝑝 ≥ 0, 

(𝐸[|𝑍𝑡𝑖
2 − 𝑍𝑡𝑖−1

2 |
𝑝
])
1

𝑝 ≤ (𝐸[|(𝑍𝑡𝑖 − 𝑍𝑡𝑖−1)(𝑍𝑡𝑖 + 𝑍𝑡𝑖−1)|
𝑝
])
1

𝑝                                                                     

≤ 𝐶(𝜇, 𝜃,𝐻)(𝐸[|𝑍𝑡𝑖 − 𝑍𝑡𝑖−1|
𝑝
])
1

𝑝                                          

≤ 𝐶(𝜇, 𝜃,𝐻)(|𝑒−𝜃𝑡𝑖 − 𝑒−𝜃𝑡𝑖−1| + (𝐸[|𝜁𝑡𝑖 − 𝜁𝑡𝑖−1|
𝑝
])
1

𝑝)  

≤ 𝐶(𝑝, 𝜇, 𝜃,𝐻)(𝑒−𝜃𝑡𝑖|𝑒𝜃∆𝑛 − 1| + (𝐸 [|𝜁𝑡𝑖 − 𝜁𝑡𝑖−1|
2
])

1

2
) 

≤ 𝐶(𝑝, 𝜇, 𝜃,𝐻)(∆𝑛𝑒
−𝜃𝑡𝑖 + ∆𝑛

𝐻𝑒−𝜃𝑖∆𝑛)                                      

                   ≤ 𝐶(𝑝, 𝜇, 𝜃, 𝐻)∆𝑛
𝐻𝑒−𝜃𝑡𝑖 ,                                                                     (3.1)  

where  we used  
𝑒𝜃∆𝑛−1

∆𝑛
→ 0 and the following inequality given in [10] for every 𝑖 = 1, . . . , 𝑛,     𝑛 ≥ 1, 
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(𝐸 [|𝜁𝑡𝑖 − 𝜁𝑡𝑖−1|
2
])

1

2
≤ 𝐶(𝜃, 𝐻)∆𝑛

𝐻𝑒−𝜃𝑡𝑖    . 

 Thus for every 𝑝 ≥ 1, 

(𝐸[|𝑅𝑛|
𝑝])

1

𝑝 ≤∑𝑒−2𝜃(𝑛−𝑖)∆𝑛

𝑛−1

𝑖=1

(𝐸[|𝑍𝑡𝑖
2 − 𝑍𝑡𝑖−1

2 |
𝑝
])

1

𝑝

                      

    ≤ 𝐶(𝑝, 𝜇, 𝜃,𝐻)𝑒−𝜃𝑛∆𝑛∆𝑛
𝐻∑𝑒−𝜃(𝑛−𝑖)∆𝑛

𝑛−1

𝑖=1

   

            ≤ 𝐶(𝑝, 𝜇, 𝜃,𝐻)𝑒−𝜃𝑛∆𝑛∆𝑛
𝐻𝑒−𝜃∆𝑛

1 − 𝑒−𝜃(𝑛−1)∆𝑛

1 − 𝑒−𝜃∆𝑛
 

                                   ≤ 𝐶(𝑝, 𝜇, 𝜃,𝐻)∆𝑛
𝐻−1𝑒−𝜃𝑛∆𝑛                .                           (3.7)  

 

The last inequality comes from  ∆𝑛→ 0 and  
∆𝑛

1−𝑒−𝜃∆𝑛
→

1

𝜃
  . 

Taking a constant 𝛽  verifying  
1−𝛾

𝛽
< 𝛼 < 𝛽 , there is 𝜀 > 0 such that 𝛼 =

𝜀+1−𝛾

𝛽−𝜀
 . 

Hence, we can write 

                          (𝑛∆𝑛)
𝛽∆𝑛

1−𝛾
= 𝑛𝜀(𝑛∆𝑛

1+𝛼)𝛽−𝜀 .                                          (3.8)  

As a consequence, by (3.7) and (3.8), 

(𝐸[|𝑅𝑛|
𝑝])

1

𝑝 ≤ 𝐶(𝑝, 𝜃, 𝜇, 𝐻)∆𝑛
𝛾−1
𝑒−𝜃𝑛∆𝑛  

                                          ≤ 𝐶(𝑝, 𝜃, 𝜇, 𝐻)
1

𝑛𝜀(𝑛∆𝑛
1+𝛼)𝛽−𝜀

(𝑛∆𝑛)
𝛽

𝑒𝜃𝑛∆𝑛
 

                                           ≤ 𝐶(𝑝, 𝜃, 𝜇,𝐻)𝑛−𝜀 .                                        (3.9)  

 

Therefore, by combining (3.9) and Lemma 2.1, the convergence (3.3) is proved. 

On the other hand, the convergence (3.4) is a direct consequence of (3.2), (3.3) 

and (3.5).   □ 

 

Lemme 3.2.  Define for every 𝑛 ≥ 1 

                                                  𝐷𝑛:=
𝑒−2𝜃𝑇𝑛

𝑛
∑ 𝑋𝑡𝑖−1
𝑛
𝑖=1 .                                                                (3.10)  

Assume that ∆𝑛→ 0 and 𝑛∆𝑛
1+𝛼→ ∞for some 𝛼 > 0, then, for every 𝑛 ≥ 1, 

 

                                                    𝐸(𝐷𝑛
2) ≤  𝐶(𝜃, 𝜇, 𝐻, 𝛼)𝑛−

2𝛼

1+𝛼   .                                         (3.11)  

 

Moreover, for every 0 ≤ 𝛿 < 1, 

                                                       𝐸 [((𝑛∆𝑛)
𝛿𝐷𝑛)

2
] ≤ C(𝜃, 𝜇, 𝐻, 𝛼)𝑛−

2𝛼(1−𝐻)

1+𝛼  .                      (3.12)  

 

As a consequence, for every 0 ≤ 𝛿 < 1, 

 

                                                  (𝑛∆𝑛)
𝛿 → 0         𝑎𝑙𝑚𝑜𝑠𝑡     𝑠𝑢𝑟𝑒𝑙𝑦   𝑎𝑠   𝑛 → ∞.                   (3.13) 

 
Proof. We first prove (3.11). Using (2.7) and (3.5), we have 

𝐸(𝐷𝑛
2) =

𝑒−2𝜃𝑇𝑛

𝑛2
∑ 𝐸(𝑋𝑡𝑖−1𝑋𝑡𝑗−1)

𝑛

𝑖,𝑗=1

=
𝑒−2𝜃𝑇𝑛

𝑛2
∑ 𝑒𝜃𝑡𝑖−1+𝜃𝑡𝑗−1𝐸 (𝑍𝑡𝑖−1𝑍𝑡𝑗−1)

𝑛

𝑖,𝑗=1

 

                ≤ 𝐶(𝜃, 𝜇,𝐻)
𝑒−2𝜃𝑇𝑛

𝑛2
∑ 𝑒𝜃𝑡𝑖−1+𝜃𝑡𝑗−1

𝑛

𝑖,𝑗=1

= 𝐶(𝜃, 𝜇, 𝐻)(
𝑒−𝜃𝑇𝑛

𝑛
∑𝑒𝜃𝑡𝑖−1

𝑛

𝑖=1

)

2

  

= 𝐶(𝜃, 𝜇,𝐻)(
𝑒−𝜃𝑇𝑛

𝑛

𝑒𝜃𝑛∆𝑛 − 1

𝑒𝜃∆𝑛 − 1
)

2
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𝐸(𝐷𝑛
2) ≤ 𝐶(𝜃, 𝜇,𝐻) (

1

𝑛∆𝑛

∆𝑛
𝑒𝜃∆𝑛 − 1

)
2

                                                          

                                    ≤ 𝐶(𝜃, 𝜇,𝐻)
1

(𝑛∆𝑛)
2         .                                            (3.14)  

Setting𝛾 =
𝛼

1+𝛼
 , we obtain 

𝐸(𝐷𝑛
2) ≤ 𝐶(𝜃, 𝜇,𝐻)

𝑛−2𝛾

(𝑛1−𝛾∆𝑛)
2
= 𝐶(𝜃, 𝜇, 𝐻)

𝑛−
2𝛼

1+𝛼

(𝑛∆𝑛
1+𝛼)

1

1+𝛼

≤ 𝐶(𝜃, 𝜇, 𝐻, 𝛼)𝑛−
2𝛼

1+𝛼 ,  

which proves (3.11).  

For (3.12), by (3.14), we have, 

𝐸[((𝑛∆𝑛)
𝐻𝐷𝑛)

2] ≤ 𝐶(𝜃, 𝜇,𝐻)(𝑛∆𝑛)
−2(1−𝛾)  . 

Thus, using similar arguments as in (3.8), we can conclude 

𝐸[((𝑛∆𝑛)
𝐻𝐷𝑛)

2] ≤ 𝐶(𝜃, 𝜇, 𝐻, 𝛼)𝑛−
2𝛼(1−𝐻)

1+𝛼   , 
which implies the desired result.  

Finally, the convergence (3.13) is a direct consequence of (3.12) and Lemma 2.1. □ 

 

Definition 3.1.  Let {𝑍𝑛} be a sequence of random variables defined on (Ω,ℱ, 𝑃). We say {𝑍𝑛}  is tight  (or bounded 

in probability), if for every 𝜀 > 0, there exists 𝑀𝜀 > 0 such that, 

𝑃(|𝑍𝑛| > 𝑀𝜀) < 𝜀 ,    for all 𝑛. 

 

Theorem 3.3.  Let  𝐻 ∈ (0,1). Suppose that ∆𝑛→ 0 and 𝑛∆𝑛
1+𝛼→ ∞ for some 𝛼 > 0. Then, for every 𝑞 ≥ 1, 

 

                                                    ∆𝑛
𝑞
𝑒𝜃𝑇𝑛(𝜃�̃� − 𝜃) is not tight.                                 (3.15) 

 

In addition if we assume that 𝑛∆𝑛
3→ 0 as 𝑛 → ∞, then the estimator 𝜃�̃� is √𝑇𝑛-consistent in the sens that the 

sequence 

                                                       √𝑇𝑛(𝜃�̃� − 𝜃) is  tight                                         (3.16) 

and 

                                                       √𝑇𝑛(𝜇�̃� − 𝜇) is not tight.                                    (3.17) 

 

Proof.   Fix 𝑞 ≥ 1. From (1.6) and (2.7) we can write 

 

∆𝑛
𝑞
𝑒𝜃𝑇𝑛(𝜃�̃� − 𝜃)                                                                                                                                                                                  

= ∆𝑛
𝑞
𝑒𝜃𝑇𝑛 (

1

2
𝑍𝑇𝑛
2 − 𝑍𝑇𝑛𝐷𝑛

𝑒2𝜃𝑇𝑛𝑆𝑛 − (√𝑇𝑛𝐷𝑛)
2 − 𝜃)                                                                                                                    

=
∆𝑛
𝑞
𝑒𝜃𝑇𝑛

2𝑒2𝜃𝑇𝑛𝑆𝑛 − 2(√𝑇𝑛𝐷𝑛)
2 [(𝑍𝑇𝑛

2 − 𝑍𝑇𝑛−1
2 ) + (1 −

2𝜃∆𝑛
𝑒2𝜃∆𝑛 − 1

)𝑍𝑇𝑛−1
2 − 2𝜃 (𝑒−2𝜃𝑇𝑛𝑆𝑛 −

∆𝑛
𝑒2𝜃∆𝑛 − 1

𝑍𝑇𝑛−1
2 )] 

 

Moeover, 

𝑒−2𝜃𝑇𝑛𝑆𝑛 −
∆𝑛

𝑒2𝜃∆𝑛 − 1
𝑍𝑇𝑛−1
2 = 𝑒−2𝜃𝑇𝑛∆𝑛∑𝑒2𝜃𝑡𝑖−1𝑍𝑡𝑖−1

2

𝑛

𝑖=1

−
∆𝑛

𝑒2𝜃∆𝑛 − 1
𝑍𝑇𝑛−1
2                                                   

                                      =
∆𝑛

𝑒2𝜃∆𝑛 − 1
(∑𝑒−2𝜃(𝑇𝑛−𝑡𝑖)𝑍𝑡𝑖−1

2

𝑛

𝑖=1

−∑𝑒−2𝜃(𝑇𝑛−𝑡𝑖−1)𝑍𝑡𝑖−1
2

𝑛

𝑖=1

− 𝑍𝑇𝑛−1
2 ) 

                                                                 =  
∆𝑛

𝑒2𝜃∆𝑛−1
𝑅𝑛 , 

where 𝑅𝑛 is given by (3.1).  

Thus we obtain 

∆𝑛
𝑞
𝑒𝜃𝑇𝑛(𝜃�̃� − 𝜃)  =

∆𝑛
𝑞
𝑒𝜃𝑇𝑛

2𝑒2𝜃𝑇𝑛𝑆𝑛
[(𝑍𝑇𝑛

2 − 𝑍𝑇𝑛−1
2 ) + (1−

2𝜃∆𝑛
𝑒2𝜃∆𝑛 − 1

)𝑍𝑇𝑛−1
2 + (

2𝜃∆𝑛
𝑒2𝜃∆𝑛 − 1

)𝑅𝑛] . (3.18) 
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According to (3.6), we get  

                                                  (𝐸 [(∆𝑛
𝑞
𝑒𝜃𝑇𝑛(𝑍𝑇𝑛

2 − 𝑍𝑇𝑛−1
2 ))

2

])

1

2

≤ 𝐶(𝜃, 𝜇, 𝐻)∆𝑛
𝑞+𝐻
→  0 .                        (3.19) 

We also have 

∆𝑛
𝑞
𝑒𝜃𝑇𝑛 (1 −

2𝜃∆𝑛
𝑒2𝜃∆𝑛 − 1

) = ∆𝑛
𝑞+1
𝑒𝜃𝑇𝑛 (

𝑒2𝜃∆𝑛 − 1 − 2𝜃∆𝑛
∆𝑛
2

∆𝑛
𝑒2𝜃∆𝑛 − 1

) → ∞                  (3.20) 

since  

                    ∆𝑛
𝑞+1
𝑒𝜃𝑇𝑛 = (𝑛∆𝑛

𝑞+𝛼)
𝑞+1

𝛼 𝑒𝜃𝑇𝑛

𝑇𝑛

𝑞+1
𝛼

→ ∞  and   (
𝑒2𝜃∆𝑛−1−2𝜃∆𝑛

∆𝑛
2

∆𝑛

𝑒2𝜃∆𝑛−1
) → 𝜃. 

Furthermore, by (3.7), 

                          (𝐸 [(∆𝑛
𝑞
𝑒𝜃𝑇𝑛𝑅𝑛)

2
])

1

2
≤ 𝐶(𝜃, 𝜇, 𝐻)∆𝑛

𝑞+𝐻−1
→  0 .                                     (3.21) 

Combining (3.18), (3.19), (3.20), (3.21) and (3.4), we conclude that for every 𝑞 ≥ 1,  ∆𝑛
𝑞
𝑒𝜃𝑇𝑛(𝜃�̃� − 𝜃) is not tight. 

For 0 ≤ 𝑞 < 1 we have  

                             ∆𝑛
𝑞
𝑒𝜃𝑇𝑛(𝜃�̃� − 𝜃) = ∆𝑛

𝑞−1 (∆𝑛𝑒
𝜃𝑇𝑛(𝜃�̃� − 𝜃)), 

which completes the proof of (3.15), where we used the previous case and the fact that ∆𝑛
𝑞−1
→ ∞. 

Next, let us prove (3.16). It follows from (3.18) that 

 

                      √𝑇𝑛(𝜃�̃� − 𝜃) =
√𝑇𝑛

2𝑒−2𝜃𝑇𝑛𝑆𝑛
[(𝑍𝑇𝑛

2 − 𝑍𝑇𝑛−1
2 ) + (1 −

2𝜃∆𝑛

𝑒2𝜃∆𝑛−1
)𝑍𝑇𝑛−1

2 + (
2𝜃∆𝑛

𝑒2𝜃∆𝑛−1
)𝑅𝑛] . 

Combining this with  

                                   (𝐸 [(√𝑇𝑛(𝑍𝑇𝑛
2 − 𝑍𝑇𝑛−1

2 ))
2

])

1

2

≤ 𝐶(𝜃, 𝛾)∆𝑛
𝛾
√𝑇𝑛𝑒

−𝜃𝑇𝑛 →  0 , 

                                   √𝑇𝑛 (1 −
2𝜃∆𝑛

𝑒2𝜃∆𝑛−1
) = √𝑛∆𝑛

3 (
𝑒2𝜃∆𝑛−1−2𝜃∆𝑛

∆𝑛
2

∆𝑛

𝑒2𝜃∆𝑛−1
) → 0 , 

(𝐸 [(√𝑇𝑛𝑅𝑛)
2
])

1

2
≤ 𝐶(𝜃, 𝛾)∆𝑛

𝛾−1
√𝑇𝑛𝑒

−𝜃𝑇𝑛 = 𝐶(𝜃, 𝛾)
𝑇𝑛

1

2
+
1−𝛾

𝛼 𝑒−𝜃𝑇𝑛

(𝑛∆𝑛
1+𝛼)

1−𝛾

𝛼

→  0 , 

and the convergence (3.4), we deduce that  

                           √𝑇𝑛(𝜃�̃� − 𝜃) → 0                                                              (3.22) 
in probability, which proves (3.16). 

Now it remains to prove (3.17). Using (1.6) and (1.7), we can show that 𝜃�̃� and 𝜇�̃� satisfy  

 

𝜃�̃�𝜇�̃�𝑇𝑛 =
𝑋𝑇𝑛 (∑ 𝑋𝑡𝑖−1

2𝑛
𝑖=1 −

𝑋𝑇𝑛

𝑛
∑ 𝑋𝑡𝑖−1
𝑛
𝑖=1 )

∑ 𝑋𝑡𝑖−1
2 −

1

𝑛
(∑ 𝑋𝑡𝑖−1

𝑛
𝑖=1 )

2𝑛
𝑖=1

 

= 𝑋𝑇𝑛 − 𝜃�̃�∆𝑛∑ 𝑋𝑡𝑖−1

𝑛

𝑖=1
. 

Combining this with (1.1), we obtain  
 

𝑇𝑛𝜃�̃�(𝜇�̃� − 𝜇) = 𝜇𝑇𝑛(𝜃 − 𝜃�̃�) + 𝜃∫ 𝑋𝑡

𝑇𝑛

0

𝑑𝑡 + 𝐵𝑇𝑛
𝐻 − 𝜃�̃�∆𝑛∑ 𝑋𝑡𝑖−1

𝑛

𝑖=1
                                                              

                                     = 𝜇𝑇𝑛(𝜃 − 𝜃�̃�) + 𝜃�̃� (∫ 𝑋𝑡
𝑇𝑛

0
𝑑𝑡 − ∆𝑛 ∑ 𝑋𝑡𝑖−1

𝑛
𝑖=1 ) + (𝜃 − 𝜃�̃�)∫ 𝑋𝑡

𝑇𝑛

0
𝑑𝑡 + 𝐵𝑇𝑛

𝐻 . 

Thus, we obtain 

 

√𝑇𝑛(𝜇�̃� − 𝜇) =
𝜇√𝑇𝑛

𝜃�̃�
(𝜃 − 𝜃�̃�) +

1

√𝑇𝑛
(∫ 𝑋𝑡

𝑇𝑛

0

𝑑𝑡 − ∆𝑛∑ 𝑋𝑡𝑖−1

𝑛

𝑖=1
) +

(𝜃 − 𝜃�̃�)

𝜃�̃�√𝑇𝑛
∫ 𝑋𝑡

𝑇𝑛

0

𝑑𝑡 +
𝐵𝑇𝑛
𝐻

𝜃�̃�√𝑇𝑛
 

                                      ∶= 𝐴𝑛 +𝐵𝑛 + 𝐶𝑛 +𝐷𝑛 . 

 

Theorem 3.2 and the convergence (3.22) imply that 𝐴𝑛 → 0 in probability. 
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We can write 𝐶𝑛 =
(𝜃−𝜃�̃�)

𝜃�̃�√𝑇𝑛
∫ 𝑋𝑡
𝑇𝑛

0
𝑑𝑡 =

√𝑇𝑛(𝜃−𝜃�̃�)

𝜃�̃�
(
1

𝑇𝑛
∫ 𝑋𝑡
𝑇𝑛

0
𝑑𝑡).  

Then, Theorem 3.2 and the convergence (3.22) imply that 
√𝑇𝑛(𝜃−𝜃�̃�)

𝜃�̃�
→ 0in probability. Moreover, using l’Hôpital 

rule, 

𝑙𝑖𝑚
𝑇𝑛→∞

1

𝑇𝑛
∫ 𝑋𝑡

𝑇𝑛

0

𝑑𝑡 = 𝑙𝑖𝑚
𝑇𝑛→∞

𝑋𝑇𝑛 = 𝑙𝑖𝑚
𝑇𝑛→∞

(𝜇(1 − 𝑒−𝜃𝑇𝑛) + 𝜁𝑇𝑛) = 𝜇 + 𝜁∞. 

 

Hence 𝐶𝑛 → 0    in probability. 

Recall that 𝐸[(𝐵𝑡
𝐻 − 𝐵𝑠

𝐻)2] = |𝑡 − 𝑠|2𝐻   ;   𝑡, 𝑠 ≥ 0. 

Then for 𝐻 ∈ ]0,
1

2
[ , we have almost surely, as 𝑇𝑛 → ∞ 

𝐵𝑇𝑛
𝐻

√𝑇𝑛
→ 0,     by Borel-Cantelli Lemma. 

Combining this with Theorem 3.2 we obtain that 𝐷𝑛:=
𝐵𝑇𝑛
𝐻

𝜃�̃�√𝑇𝑛
→ 0in probability. 

 

𝐵𝑛:=
1

√𝑇𝑛
(∫ 𝑋𝑡

𝑇𝑛

0

𝑑𝑡 − ∆𝑛∑ 𝑋𝑡𝑖−1

𝑛

𝑖=1
) =

𝑒𝜃𝑇𝑛

√𝑇𝑛
(𝑒−𝜃𝑇𝑛 ∫ 𝑋𝑡

𝑇𝑛

0

𝑑𝑡 − 𝑒−𝜃𝑇𝑛∆𝑛∑ 𝑋𝑡𝑖−1

𝑛

𝑖=1
)          (3.23) 

 

By lemma 2.3, we have 𝑒−𝜃𝑇𝑛 ∫ 𝑋𝑡
𝑇𝑛

0
𝑑𝑡 →

1

𝜃
(𝜇 + 𝜁∞) almost surely. 

We also have  

𝐸 [(𝑒−𝜃𝑇𝑛∆𝑛∑𝑋𝑡𝑖−1

𝑛

𝑖=1

)

2

] = ∆n
2e−2θTn∑E(Xti−1Xtj−1)

n

i,j=1

= ∆n
2e−2θTn∑eθti−1+θtj−1E(Zti−1Ztj−1)

n

i,j=1

. 

Then, by using the same arguments as in Lemma 3.2, we obtain 

 

                       E [(e−θTn∆n∑ Xti−1
n
i=1 )

2
] ≤ C(μ, θ,H)∆n

2e−2θTn (
eθn∆n−1

eθ∆n−1
)
2

≤ C(μ, θ,H)∆n
2→ 0.               (3.24) 

 

Combining (2.10), (3.23),  (3.24), and the fact that 
eθTn

√Tn
→ ∞, we conclude that Bn → ∞. 

Consequently, the convergence (3.17) is proved. Thus the desired results are obtained. □ 

 

Theorem 3.2. Assume that 0 < 𝐻 < 1. Suppose that ∆n→ 0 and n∆n
1+α→ 0  for some α>0.   Then as n → ∞,   

 

                            θñ → θ              almost surely.                               (3.25) 

 

Proof. We can write 

θñ =

1

2
XTn
2 −

XTn

n
∑ Xti−1
n
i=1

∆n∑ Xti−1
2 −

∆n

n
(∑ Xti−1

n
i=1 )

2n
i=1

 

                                                                               =
1
2
e−2θTnXTn

2
− ZTnDn

e−2θTnSn−(√n∆nDn)
2 . 

 

Thus, according to (2.9) , (3.4) , (3.5) and (3.13), we can deduce that 

θñ → θ   almost surely as n → ∞. □ 
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