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Predictive models validate the anticipation of certain aspects of human 

behavior, such as goals, actions and preferences. In order to develop 

predictive models, there are many approaches in machine science which 

describes the computational techniques to develop models. This paper 

explains an approach that the non-domain experts can collectively design an 

attributes such that which subset of data to study and provide values for those 

attributes which helps to predict some behavioral outcome of interest. This is 

organized by allowing human groups to interact both by answering the 

questions and also pose questions their peers through web platform, likely to 

help in predictive modeling. However in literate linear regression technique 

is used to predictive modeling of behavioral outcomes. Regression creates 

predictive models with numerical or continuous target attributes. If the target 

attribute contains continuous values, it creates a regression problem that 

cannot explicitly refer to all target categories that are used in the model. The 

major challenge with this model is it over fit the data. This paper presents an 

improved method that uses Naive Bayes for modeling the prediction. Naïve 

Bayes overcomes the problems in earlier technique by dealing with discrete 

or categorical target attributes. Experimentally it is observed that the 

accuracy of Naive Bayes approach for behavioral prediction is better than the 

linear regression. 
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INTRODUCTION  

To map between set of outcomes and predictor variables while developing predictive modeling gives rise to many 

difficulties. Choosing potential predictive variables makes the predictive modeling efficient. However, need of 

domain expert in qualitative tasks of selecting which predictive variables for which to collect data in the first place. 

For example, a survey designer and domain expertise must work together to determine questions that may identify 

predictive co variables. This helps determine which variables can be systematically modified in order to obtain 

effective performance. The necessity for domain expert involvement can cause a constriction to new situations. 

These constrictions can be overcome by making use of the experience and knowledge of crowd. Controlled use of 

the experience and knowledge of crowd may cause the exponential rise in the discovery of the casual factors of 

behavioral outcomes. Thus to choose an alternative approach to modeling and potentially predictive variables, 

sagacity of the crowd is used interrogating by questions and to provide data by responding to those questions. This 

human based computation, which is a non domain expert method considered as an effective method in predictive 

modeling of behavioral outcome of interest. The main objective of this paper is to develop a Predictive modeling 
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system, which enables non-domain experts to collectively frame the characteristic and provide values for those 

characteristic such that they are the predictors of outcome of interest. The approach used in this system is Naive-

bayes method, the probabilistic model of naive Bayes method is based on Bayes theorem.  

A. HUMAN BASED COMPUTATIONS  

Human based computation is interchangeably called as Crowdsourcing. It is the process of collecting deserved 

services, ideas, or content by appealing services from a large group of people, and especially from an online 

community, preferably than from traditional employees or suppliers [1]. Human based computation is often used to 

divide tedious work and has occurred successfully offline. It combines the efforts of numerous self-identified 

volunteers or part-time workers, where each contributor of their own initiative adds a small portion to the greater 

result. Human based computations are also used for data collection. The Amazon Mechanical Turk (MTurk) is a 

well known crowd sourcing Internet marketplace that enables individuals and businesses to coordinate the use of 

human intelligence to perform tasks that computers are currently unable to do. The Crowdsourcing research is 

involved in variety of fields such as computer science and informatics, management, cyber security and many other 

domains which have discovered human based computation as a useful approach. 

B. NAIVE BAYES METHOD 

Naive Bayes method is a statistical method for classification as well as a supervised learning algorithm. The Naïve 

Bayes classifier is based on Bayes theorem with independence assumptions between predictors. In Naive Bayesian 

model, there is no complication in iterative parameter estimation which makes it particularly useful for very large 

data sets. Naive Bayes provide rapid model constructing and scoring for relatively small size of data [6]. It is one of 

the most efficient and effective inductive learning algorithms for machine learning and data mining. A naive Bayes 

classifier has two types of variables: the class variable C and a set of predictive features x = {x1, x2, x3, . . . , xn}. 

Below figure represents the naïve bayes structure. 

 

 

 

 

Fig. 1. Naïve Bayes Structure 

In Naive Bayes, the data that was used while constructing the model is also used for verification and testing 

model accuracy. A Bayesian model does not separate the data as one portion to construct models and testing it on 

another portion. This paper is composed further as: Section II describes the motivation and challenges of the system. 

Section III talks about related work on the predictive modeling technique and crowd sourcing. Section IV presents 

implementation details, algorithms used, mathematical model. Section V depicts results. Section VI draws 

conclusions and presents future work. 

An approach in machine science which demonstrates that non-domain experts can collectively formulate 

attributes and provide values for those attributes such that they are predictive of some behavioral outcome of 

interest. The human groups interact to both respond to questions likely to help predict a behavioral outcome and 

pose new questions to their peers. This motivated us to allow human groups to interact with each other, which helps 

to choose which potential variable to study. This result in a dynamically growing online survey, but the result of this 

cooperative behavior of crowd also leads to models that can predict the users outcomes based on their responses to 

the user-generated survey questions. The participants play a vital role to highlight behavioral consequences. If the 

number of users will provide with the number of questions at a time to the website then the system will get overflow 

it is the challenge of this system. With the help of dynamic filtering of questions this problem can be overcome. The 

other challenge of the system is the user exhaustion may happen that the user answers only a small instance of all 

questions and due to this some question may get more response than others. As we know that the questions get 
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added to question pool as per the user suggests it. So questions that are present at first will get the more response 

than others. The user may answer the questions that are less predictive than those which are more predictive and it 

leads to wrong prediction. 

II. RELATED WORK 

Aniket Kittur, Ed H. Chi, Bongwon Suh [9], explains how to manage the effort and experience of crowd and this 

crowdsourcing has been used effectively in number of commercial and research applications. The best example of 

how crowdsourcing can be useful, consider Amazons Mechanical Turk, which is a crowdsourcing internet market 

place. In this crowdsourcing tool, a human explains a human intelligence event such as distinguishing data, 

arranging for spoken language, or creating data visualizations. The tasks that are difficult to manage with computers 

alone, however is possible by involving large group of people in different locations and it costs much to complete 

successfully through traditional expert driven processes.  

Paul Clough, Mark Sanderson, Jiayu Tang, Tim Gollins, Amy Warner [2], this paper presents comparing similar 

assessments gathered using crowdsourcing with the involvement of domain expert to evaluate different search 

engines in a large government archive. But there are some limits: correlations between the crowsourced workers and 

the expert assessor were lower for certain kinds of queries.  

Neelamadhab Padhy and Rasmita Panigrahi [5], proposed a prediction for the workers in the PR Department of 

Orissa, linear regression technique is used. In this technique, all attributes considered are numeric and linear 

regression technique is applied for prediction. This proposed work experience a disadvantage of linearity. In some 

cases that uses median regression technique for prediction, due to the data discloses the non linear dependency then 

the best results may not be obtained and also it has the high computational cost. So, this paper also suggests using 

objective data and formal regression models, which uses the mean computation. This is the simplest version among 

various regression modules is linear regression model. Linear Regression technique which takes the lesser time as 

compared to Least Median Square Regression.  

Dursun Delen, Glenn Walker, Amit Kadam [8], this paper presents the relative study of multiple prediction models 

for cancer survivability shows the relative prediction ability of different data mining methods. The cooperative 

results indicated that the decision tree induction method produced the best with a classification accuracy of 93.6 % 

which is better than the ANN model shows the second best with a classification accuracy of 91.2 %, and the logistic 

regression model shows the worst with a classification accuracy of 89.2 %.  

Josh C. Bongard, Paul D. H. Hines, Dylan Conger, Peter Hurd, and Zhenyu Lu [12], this paper explains the 

Prediction of BMI of the participants, linear regression technique is used. The major challenge was that the number 

of questions became visible to the number of participants on the BMI Web site. This gives rise to the possibility that 

the models may have overfit data that is, random error or noise instead of the underlying relationship with the data. 

It occurs when a model is extremely complex, such as having excessive parameters relative to the number of 

observations. A model that has overfit generally does not have better predictive performance, as it can overestimate 

minor variations in the data. In order to avoid over fitting, it is necessary to use additional techniques like cross-

validation, regularization, Bayesian priors on parameters or model comparison.  

Guzmn Santaf, Jose A. Lozano, and Pedro Larraaga [7], describes the Bayesian model-averaging approach for an 

unsupervised naive Bayes classification model. This approach allows acquiring the parameters for the approximate 

model averaging cluster model. These parameters are acquired in the same time complexity necessitate to learn the 

maximum likelihood model. The model-averaging over selective naïve bayes structure is attained by the Expectation 

Model Averaging (EMA) algorithm.  

Shaoyan Zhang, Christos Tjortjis, Xiaojun Zeng, Hong Qiao, John Keane [4], this paper proposes a comparison of 

logistic regression with six data mining techniques decision trees, association rules, Neural Networks, naive Bayes, 

Bayesian networks and Support Vector Machines for the prediction of overweight and obese children at 3 years. To 

compare accuracy: the prediction rates from logistic regression, decision tree and association rules are poor. The 

neural network performs better than the above mentioned algorithms, but not as well as the Bayesian algorithms and 

SVMs. Bayesian algorithms are profitable than the SVMs in terms of overall prediction rate as compared to SVMs 

sensitivity prediction rate.  
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III. IMPLEMENTATION DETAILS 

A. SYSTEM ARCHITECTURE 

The system described in Fig 2 illustrates system architecture to predict the human behavior modeling. The 

architecture consists of three modules User, Investigator and Model behavior. These three modules work together to 

generate a predictive model of the outcome of interest. 

 

 

 

 

 

 

 

 

 

Fig. 2: System Architecture 

 Investigator is in charge for defining some behavior based outcome that is to be modeled. Investigator starts 

it by building a web platform and presents some set of beginning questions. Investigator is also responsible for 

setting question and answers frequency. User who visits the site should register to the site and can answer to the 

questions of their own interest and the answers are stored in data set. User may also present their own questions to 

site in addition to that he may also view answers and check polling. Investigator verifies the users questions. If the 

question is suitable for the particular context of behavior modeling then, investigator adds the question to pool and 

discards otherwise. In model behavior, we are using Naive-Bayes for prediction of outcome of interest. Naive-bayes 

classification algorithm is a supervised learning method and based on Bayesian theorem [13],  

P (H|E) = (P (E|H) * P (H)) / P (E) 

 The basic idea of Bayess theorem is that the outcome of a hypothesis (H) can be predicted based on some 

evidences (E) that can be discovered. From Bayess theorem, we have a priori probability of H or P (H): This is the 

probability of an event before the evidences is discovered. A posterior probability of H or P(H|E): This is the 

probability of an event that occurs after the evidence is identified. The system input is divided as the number of 

answers to the respective number of questions. The answers are then compared with other answers and this leads to 

combined output as a prediction result. This behavior defines the divide and conquers strategy of the system. The 

system takes n inputs as answers to respective n number of questions by the users. These answers are stored in the 

common data set. Naive bayes predictive modeling technique is applied to these answers and single prediction result 

is obtained. Thus satisfying the multiplexor logic design of the system.  
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Fig. 3: Data Flow Diagram 

 

B. ALGORITHM 

In proposed system, we are using Naive-Bayes classifiers algorithm. The probabilistic model of Naive-Bayes 

classifier is based on Bayes theorem with the assumption that features in a dataset are mutually independent. The 

algorithm is as follows: 

Input: Datasets and Question sets.  

Output: Prediction and Probability of behavioral outcome of interest of user.  

1:  if user find interest in Dataset then 

2:         user = SelectedDataset; 

3:         userInfo[i] = user (ID, Name, Age, Gender); 

4:         userAnsQuestion[j] = question (ID, questions, Ans); 

5:         QuestionType ← Select Question and Answer into userAnsQuestion[j]; 

6:  end if 

7:  while (Ans! = Null) do 

8:   PredictionSet ← view all user answer to a particular question and set Lower bound and Upper bound to 

prediction; 

9:  end while 
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10:  NewUserSet ← Select those entire users whose values belong to Lower bound and Upper bound values. 

11: ProbabilitySet ← Select users into NewUserSet with calculating their probabilities with Naive-Bayes 

Probability theorem. 

12:  return prediction to User and Investigator. 

 

 

C.MATHEMATICAL MODEL 

S is the system set for predictive modeling of behavioral outcome of interest. The system uses Naive-Bayes method 

this performs some computations on user’s data and predicts the result of behavioral outcome of interest. 

S= {I, O, f } 

I →input set which contains, 

I = Q, U, UI , A 

Q → is the Question Bank. 

Q = {Q1 , Q2 , Q3 , . . . , Qn }, where n is the number of questions. U = {U1 , U2 , U3 , . . . , Uk }, where k is the 

number of users. 

UI   → is the user profiles. 

UI   = {P1 , P2 , P3 , . . . , Pk } 

Pi is user profile where k is the number of users. A → matrix of k*n+1 

O → output of the system 

x → is a features or dependent variables in naive-bayes classifiers. 

x={x1 , x2 , . . . , xn } , where n is the number of features, and assigns probabilities to this instances is, p(ck |{x1 , x2 , . 

. . , xn }) for each k is possible outcomes or classes. 

Conditional probability is given by, p(ck |x) = p(ck * p(x|ck )/p(x) 

if features are conditionally independent of each other, i.e i=j, is given by, p(xi |ck , xj ) = p(xi |ck ) 

thus the model can be expressed as, p(ck |x1 , x2 , . . . , xn ) ∝ p(ck , x1 , . . . , xn ) 

∝ p(ck ), p(x1 |ck ), p(x2 |ck ) . . . 

∝ p(ck ) p(xi |ck ) where i=1 to n 

f(x) is the system functionality which generates predictions using n number of questions having responses from k 

number of users, who are having different profiles. Predictions obtained are then manipulated by using naive- bayes 

algorithm to get probability of prediction results. 
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D. EXPERIMENTAL SETUP 

The system has been developed using C#.Net programming language. A graphical user interface has been designed 

using ASP.Net to make it more interactive and user friendly. The system does not require any specific  ardware to 

run; any standard machine is capable to run an application. 

IV.    EXPERIMENTAL RESULTS 

We have taken car dataset from uci repository to predict the miles per gallon attribute. Dataset contains five 

attributes namely acceleration, displacement, cylinders, horse power and weight and these attributes can have either 

discrete or continuous values. The prediction is done for hundred instances; sample dataset is shown in the table II 

and table III. 

TABLE I: Memorization Parameters 

 

 

 

 

 

 

 

TABLE II: Car dataset to predict miles per gallon 

 

 

 

 

 

TABLE III: Users Predicted miles per gallon 

 

 

 

 

 

We have developed the website to predict the car’s miles per gallon in which we are using the car datasets. The 

website consists of simple login page and four other interactive pages. After user’s login to the site, home page 

Notations Meaning 

P(H) Probability of Hypothesis 

P(E) Probability of Evidences 

P(H|E) Posterior Probability 

Qi Instances of Questions 

UI User Profiles 

Pi Instances of User Profiles 
xi instances of features 

ck Instances  of  Probabilities  to  k  possible classes 

Sample No. Acceleration Cylinder Displacement HorsePower Weight 

1. 11.5 8 350 165 3693 

2. 11 8 318 150 3436 

3. 12 8 304 150 3433 

4. 10.5 8 302 140 3449 

5. 10 8 429 198 4341 

Actual Outcome Predicted Outcome 

15 15.576 

18 16.819 

16 16.414 

17 16.924 

15 12.894 
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contains further instructions directing users to perform tasks on the website. In home page users can also has a 

choice to select one of the four predictions of behavioral outcome like monthly electricity bill, crime rate, car’s 

miles per gallon and BMI.  

Here we considered cars miles per gallon prediction. Pose Question page allows users to pose new questions and 

also mentioned the type of answers are expected for the respective question. These user posed questions are first sent 

to the website admins mail. Administer investigates the user question is suitable for the respective prediction, if it is 

valid the the question is added to the question pool otherwise discarded. The answer page allows users to answer the 

questions and provide them with the information related to the each answered questions. Answer review page allows 

users to review answers and provides users to see answers of other users and compare themselves with others. Result 

page displays the users predicted results of behavioral outcome of interest. The website also allows the users to 

provide their actual outcome and compares with the predicted outcome and displays the error estimation between the 

actual outcome and the predicted outcome. 

In this experiment we considered car dataset to predict the cars miles per gallon which is having five 

attributes. Users enter the site and answers all the questions related to the prediction and user also provide the actual 

miles per gallon. After answering all the questions the user’s prediction of the cars miles per gallon is displayed in 

the result page. The user’s prediction results are also stored in the database and admin can view the results of all the 

users as shown in figure 

 

 

 

 

 

 

Fig. 4: Graph Showing predicted car milage per gallon 

The prediction results obtained by the naive bayes technique, defines the correlation between the questions 

and the users answer. This results shows that there exists a power law relationship between the predictive questions. 

The success definition of the predictive modeling lies in choosing the potential predictive variables and providing 

the values for these variables. 

 

 

 

 

 

 

 

Fig. 5: Graph Showing Error Estimation between Actual and Predicted Outcome 
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The graph shows the results associated with the predicted answers and the samples in the dataset. These are 

obtained by the values associated with the attributes and these values are given by the user during the prediction of 

behavioral outcome of interest. 

In literate Linear Regression technique is used for predictive modeling. In this work naive bayes 

classification is used for predicting the behavioral outcome of interest. Both methods train attributes weights Wj   for 

the linear decision function j Wj Xj. The difference is how you fit the weights from training data. In Naive Bayes 

Classification, we can set each attributes weight independently, based on how much it correlates with the class label. 

By contrast, in linear regression, all the weights for the attributes are set together such that the linear decision 

function incline to be high for positive classes and low for negative classes. 

 

 

 

 

 

 

 

 

Fig. 6: Graph Showing Comparison between Linear Regression and Naïve Bayes Classification 

In figure, we see how Naive Bayes and Linear Regression are compared over the same dataset. The plots 

are the error verses the size of the training data. The blue line is Linear Regression and the red line is Naive Bayes. 

This graph supports the claim that Naive Bayes works better over smaller training data as compared to linear 

regression. The graph also indicates that the error estimation of Naive bayes method is less compared to linear 

regression. 

V.    CONCLUSION AND FUTURE SCOPE 

In this paper we proposed an approach for predictive modeling of behavioral outcome of interest by Naive-

Bayes method. Naive-Bayes method is a statistical and supervised learning method for classification. It uses a small 

amount of training data to calculate the parameters that are necessary for classification. Because independent 

variables are accepted, only the variances of the variables for each class need to be determined and not the entire 

covariance matrix. In this work we have calculated the error estimation between the actual outcome and predicted 

outcome. One method to represent in future would be dynamically filtering the number of questions that a user may 

respond to: As the number of questions approaches the number of users, this filter would be build up such that a new 

user is only exposed on a small subset of the possible questions. 
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